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Introduction to the Second Edition

The class of discrete valuation fields appears to be next in significance and order of complexity to the class of finite fields. Among discrete valuation fields a highly important place, both for themselves and in connection with other theories, is occupied by complete discrete valuation fields.

This book is devoted to local fields, i.e. complete discrete valuation fields with perfect residue field.

The time distance between the second edition of “Local Fields and Their Extensions” and its first edition is ten years. During this period, according to Math Reviews, almost one thousand papers on local fields have been published. Some of them have further developed and clarified various topics described in the first edition of this book. On the other hand, the authors of this book have received a variety of useful suggestions and remarks from several dozen readers of the first edition.

All these have naturally led to the second edition of the book.

This book is aimed to serve as an easy exposition of the arithmetical properties of local fields by using explicit and constructive tools and methods. Almost everywhere it does not require more prerequisites than a standard course in Galois theory and a first course in number theory which includes $p$-adic numbers.

The book consists of nine chapters which form the following groups:

- group 1: elementary properties of local fields (Chapter I–III)
- group 2: class field theory for various types of local fields and generalizations (Chapter IV-V)
- group 3: explicit formulas for the Hilbert pairing (Chapter VI-VIII)
- group 4: Milnor $K$-groups of local fields (Chapter IX).

Chapters of the third group were mainly written by S. V. Vostokov and the rest was written by I. B. Fesenko.

The first page of each chapter provides a detailed description of its contents, so here we just emphasize the most important issues and also indicate changes with respect to the first edition.

Chapter I describes the most elementary properties of local fields when one does not look at connections between them, but concentrates on a single field.

Chapter II deals with extensions of discrete valuation fields and already section 1 and 2 introduce a very important class of Henselian fields and describe relations between Henselian and complete fields. We have included more information than in the first edition on ramification subgroups in section 4.
The main object of study in Chapter III is the norm map acting on the multiplicative group and its arithmetical properties. In section 1 we describe its behaviour for cyclic extensions of prime degree. Section 2 shows that almost all cyclic extensions of degree equal to the characteristic of the perfect residue field are generated by roots of Artin–Schreier polynomials. In section 3 we introduce a function which takes into account certain properties of the norm map acting on higher principal units. Our approach to the definition of the Hasse–Herbrand function is different from the approach in other textbooks (where the definition involves ramification groups). Sections 3 and 4 in the second edition now include more applications of our treatment of the Hasse–Herbrand function. Section 5 is devoted to the Fontaine–Wintenberger theory of fields of norms for arithmetically profinite extensions of local fields. This theory links certain infinite extensions of local fields of characteristic zero or $p$ with local fields of characteristic $p$. Now the section contains more details on applications of this theory, some of which have been published since 1993.

Chapter IV is on class field theory of local fields with finite residue fields. For this edition we have chosen a slightly different approach from the first edition: for totally ramified extensions we work simultaneously with both the Neukirch map and Hazewinkel homomorphism (which are almost inverse to each other). We hope that this method explains more fully on what is going on behind definitions, constructions and calculations and therefore gives the reader more chances to appreciate the theory. This method is also very useful for applications. Section 1 contains new subsections (1.6)–(1.9) which are required for the study of the reciprocity maps. Sections 2–4 differs significantly from the corresponding parts of the first edition. After proving the main results of local class field theory we review all other approaches to it in the new section 7. The new section 8 presents to the reader a recent noncommutative reciprocity map, which is not a homomorphism but a Galois 1-cycle. This theory is based a generalization of the approach to (abelian) class field theory in this book. We also review results on the absolute Galois group of a local field.

Chapter V studies abelian extensions of local fields with infinite residue field. In the same way as in the first edition, the first three sections discuss in detail class field theory of local fields with quasi-finite residue field. In the new section 4 we describe recent theory of abelian totally ramified $p$-extensions of a local field with perfect residue fields of characteristic $p$ which can be viewed as the largest possible generalization of class field theory of Chapter IV. If a complete discrete valuation field has imperfect residue field, then its class field theory becomes much more difficult. Still, some results on abelian totally ramified $p$-extensions of such fields and their norm groups can be established in the framework of this book; we explain some features in the new section 5. The latter also includes a class field theory interpretation of results on some abelian varieties over local fields.

Chapter VI serves as a prerequisite for Chapters VII and VIII. For a finite extension of the field of $p$-adic numbers it presents a very useful formal power series method for the study of elements of the fields. The Artin–Hasse–Shafarevich exponential map
is described in section 2 and the Shafarevich basis of the group of principal units in section 5. This Chapter contains many technical results, especially in section 3 and 4, which are of use in Chapter VI.

The aim of Chapter VII is to explain to the reader explicit formulas for the Hilbert symbol. The method is to introduce at first an independent pairing on formal power series and to show that it is well defined and satisfies the Steinberg property (subsection (2.1)). Then a pairing on the multiplicative group of the field induced by the previous pairing is defined. Its properties (independence of a power series presentation and invariance with respect to the choice of a prime element) help one easily show its equality with the Hilbert pairing. The second edition contains many simplifications of the first edition and it also includes more material on interpretations of the explicit formulas and their applications.

Chapter VIII is an exposition of a generalization of the method of Chapter VII to formal groups. The simplest among the groups are Lubin–Tate groups which are introduced in section 1; exercises let the reader see the well known applications of them to local class field theory. Explicit formulas for the generalized Hilbert pairing associated to a Lubin–Tate formal group are presented in section 2. The new section 3 describes a recent generalization to Honda formal groups.

Chapter IX describes the Milnor $K$-groups of fields. Calculations of the Milnor $K$-groups of local fields in section 4 shed a new light on the Hilbert symbol of Chapter IV.

The bibliography includes comments on introductory texts on various applications of local fields.

Numerous remarks and exercises often indicate further important results and theories left outside this introductory book. The most challenging exercises are marked by $\Diamond$.

Those readers who prefer to start with class field theory of local fields with finite residue fields are recommended to read sections 1–7 of Chapter IV and follow the references to the previous Chapters if necessary.

One of more advanced theories closely related to the material of this book and its presentation is higher local class field theory; for an introduction to higher local fields see [FK].

A reference in Chapter $n$ to an assertion in Chapter $m$ does not state the number $m$ explicitly if and only if $m = n$. Briefly on notations: For a field $F$ an algebraic closure of $F$ is denoted by $F^{\text{alg}}$ and the separable closure of $F$ in $F^{\text{alg}}$ is denoted by $F^{\text{sep}}$. Separable and algebraic closures of fields are assumed suitably chosen where it is necessary to make such conventions. $G_F = \text{Gal}(F^{\text{sep}}/F)$ stands for the absolute Galois group of $F$, $\mu_n$ denotes the group of all $n$ th roots of unity in $F^{\text{sep}}$.

The text is typed using AMSTeX and a modified version of osudeG style (written by W. Neumann and L. Siebenmann and available from the public domain of Department of Mathematics of Ohio State University, pub/osutex).
Foreword to the First Edition

A. Weil was undoubtedly right when he asserted, in the preface to the Russian edition of his book on number theory, that since class field theory pertains to the foundation of mathematics, every mathematician should be as familiar with it as with Galois theory. Moreover, just like Galois theory before it, class field theory was reputed to be very complicated and accessible only to specialists.

Here, however, the parallels between these two theories come to an end. A mathematician who has decided to become acquainted with Galois theory is not confronted with the problem of choosing a suitable exposition: all expositions of it are essentially equivalent, differing only in didactic details. For class field theory, on the other hand, there is a wide range of essentially different expositions, so that it is not immediately obvious even whether the subject is the same.

In the 1960s, it seemed that a universal Galois cohomology approach to class field theory had been found. What is more, the role of homological algebra as a common language unifying various branches of mathematics was becoming clear. Homological algebra could be likened to medieval Latin that served as the means of communication within educated circles. However, just as Latin could not effectively stand up against the originality of individual national languages, so Galois cohomology theory no longer offers the “only reasonable” understanding of class field theory. The goal of the cohomological method was the formation of class fields in which both number and local fields and their arithmetic properties disappear, the whole theory being formalized as a system of axioms. But other expositions of class field theory reveal remarkable properties of number and local fields, that are ignored in the cohomological approach. It has become evident that class field theory is not just an application of cohomology groups, but that it is also closely related with other profound theories such as the theory of formal groups, $K$-theory, etc.

The exposition of this book does not use homological algebra. It presents specific realities of local fields as clear as possible. Despite its limited volume, the book contains a vast amount of information on local fields. It offers the reader the possibility to see the beauty and diversity of this subject.

30 June 1992, Moscow

I. R. Shafarevich
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CHAPTER 1

Complete Discrete Valuation Fields

This chapter introduces local fields as complete discrete valuation fields with perfect residue field. The material of sections 1–4, 7–8 is standard. Section 5 describes raising to the $p$th power on the group of principal units and section 6 treats the group of principal units as a multiplicative $\mathbb{Z}_p$-module in terms of convergent power series. Section 9 introduces various modifications of the logarithm map for local fields; those are important for Chapters VI–VIII. The reader is supposed to have some preliminary knowledge on $p$-adic numbers, e.g., to the extent supplied by the first chapters of [Gou] or any other elementary book on $p$-adic numbers.

1. Ultrametric Absolute Values

We start with a classical characterization of absolute values on the field of rational numbers which demonstrates that the $p$-adic norms and $p$-adic numbers are as important as the better known absolute value and real numbers.

(1.1). The following notion was introduced by J. Kürschák in 1913 following works of K. Hensel on $p$-adic numbers. A map $\|\cdot\|: \mathbb{Q} \to \mathbb{R}$ is said to be an absolute value if the following three properties are satisfied:

\[
\|\alpha\| > 0 \quad \text{if} \quad \alpha \neq 0, \quad \|0\| = 0, \\
\|\alpha\beta\| = \|\alpha\| \|\beta\|, \\
\|\alpha + \beta\| \leq \|\alpha\| + \|\beta\| \quad \text{(triangle inequality)}.
\]

Obviously, the usual absolute value $|\cdot|$ of $\mathbb{Q}$ induced from $\mathbb{C}$ satisfies these conditions, and we will also denote it by $\|\cdot\|_\infty$. The absolute value $\|\cdot\|$ on $\mathbb{Q}$ such that $\|\mathbb{Q}^*\| = 1$ is called trivial.

For a prime $p$ and a non-zero integer $m$ let $k = v_p(m)$ be the maximal integer such that $p^k$ divides $m$. Extend $v_p$ to rational numbers putting $v_p(m/n) = v_p(m) - v_p(n)$; $v_p(0) = +\infty$.

Define the $p$-adic norm of a rational number $\alpha$:

$$\|\alpha\|_p = p^{-v_p(\alpha)}.$$ 

A complete description of absolute values on $\mathbb{Q}$ is supplied by the following result.
1. Complete Discrete Valuation Fields

Theorem (Ostrowski). An absolute value $\|\cdot\|$ on $\mathbb{Q}$ either coincides with $\|\cdot\|_\infty$ for some real $c \geq 0$, or with $\|\cdot\|_p$ for some prime $p$ and real $c$.

Proof. (E. Artin) For an integer $a > 1$ and an integer $b > 0$ write

$$b = b_na^n + b_{n-1}a^{n-1} + \cdots + b_0, \quad 0 \leq b_i < a, a^n \leq b.$$  

Then

$$\|b\| \leq (\|b_n\| + \|b_{n-1}\| + \cdots + \|b_0\|) \max(1, \|a\|^n)$$

and

$$\|b\| \leq (\log_a b + 1)d \max(1, \|a\|^\log_a b),$$

with $d = \max(\|0\|, \|1\|, \ldots, \|a - 1\|)$. Substituting $b^s$ instead of $b$ in the last inequality, we get

$$\|b\| \leq (s \log_a b + 1)^{1/s}d^{1/s} \max(1, \|a\|^\log_a b).$$

When $s \to +\infty$ we deduce

$$\|b\| \leq \max(1, \|a\|^\log_a b).$$

There are two cases to consider for the nontrivial absolute value $\|\cdot\|$.

1) Suppose that $\|b\| > 1$ for some natural $b$. Then

$$1 < \|b\| \leq \max(1, \|a\|^\log_a b),$$

and $\|a\| > 1, \|b\| = \|a\|^\log_a b$ for any integer $a > 1$. It follows that $\|a\| = \|a\|_\infty$, with real $c > 0$ satisfying the equation $\|b\| = \|b\|_\infty$.

2) Suppose that $\|a\| \leq 1$ for each integer $a$. Let $a_0$ be the minimal positive integer, such that $\|a_0\| < 1$. If $a_0 = a_1a_2$ with positive integers $a_1, a_2$, then $\|a_1\| \|a_2\| < 1$ and either $a_1 = 1$ or $a_2 = 1$. This means that $a_0 = p$ is a prime. If $q \notin p\mathbb{Z}$, then $pp_1 + qq_1 = 1$ with some integers $p_1, q_1$ and hence $1 = \|1\| \leq \|p\| \|p_1\| + \|q\| \|q_1\| \leq \|p\| + \|q\|$. Writing $q^s$ instead of $q$ we get $\|q\|^s \geq 1 - \|p\| > 0$. When $s$ is sufficiently large we obtain $\|q\| = 1$. Therefore, $\|a\| = \|p\|^v_p(a)$, which was to be proved.

We are naturally led to look more closely at absolute values of the type indicated in case (2). As $v_p(\alpha + \beta) \geq \min(v_p(\alpha), v_p(\beta))$, for such absolute values we get that

$$\|\alpha + \beta\| \leq \max(\|\alpha\|, \|\beta\|)$$

(ultrametric inequality).

Such absolute values are said to be ultrametric.

(1.2). One can generalize the notions discussed above. Call a map $\|\cdot\|: F \to \mathbb{R}$ for a field $F$ an absolute value if it satisfies the three conditions formulated in (1.1). An absolute value is called trivial if $\|F^*\| = 1$. Similarly one can introduce the notion of an ultrametric absolute value on $F$. 


1. Ultrametric Absolute Values

Note that for an ultrametric absolute value \( ||\cdot|| \) on \( F \), if \( ||\alpha|| < ||\beta|| \), then

\[
||\alpha + \beta|| \leq \max(||\alpha||, ||\beta||) = ||\beta|| = ||\alpha + \beta - \alpha|| \leq \max(||\alpha + \beta||, ||\alpha||).
\]

Therefore, \( ||\alpha + \beta|| = ||\beta|| \). This means that any triangle has two equal sides with respect to the ultrametric absolute value \( ||\cdot|| \).

Let \( F = K(X) \) and let \( ||\cdot|| \) be a nontrivial absolute value on \( F \) such that \( ||K^*|| = 1 \). If \( \alpha, \beta \in F \), then

\[
||(\alpha + \beta)||^n \leq ||\alpha||^n + ||\alpha||^{n-1}||\beta|| + \cdots + ||\beta||^n \leq (n + 1) \max(||\alpha||^n, ||\beta||^n).
\]

Taking the \( n \)th root of both sides in the last inequality, and letting \( n \) tend to \(+\infty\), we obtain that \( ||\cdot|| \) is ultrametric.

We consider two cases.

1. \( ||X|| > 1 \). Put \( \deg(f(X)/g(X)) = \deg f(X) - \deg g(X) \), if \( f(X), g(X) \in K[X] \). Hence

\[
||\alpha|| = ||X^{-1}||^{-\deg \alpha}.
\]

Put \( v_\infty(\alpha) = -\deg \alpha \), \( v_\infty(0) = +\infty \). Note that \( v_\infty(\frac{1}{X}) = 1 \).

2. \( ||X|| \leq 1 \). Then \( ||\alpha|| \leq 1 \) for \( \alpha \in K[X] \). Let \( p(X) \in K[X] \) be a monic polynomial of minimal positive degree satisfying the condition \( ||p(X)|| < 1 \). One shows similarly to case (2) in (1.1) that \( p(X) \) is irreducible and

\[
||\alpha|| = ||p(X)||^{v_p(X)(\alpha)},
\]

where \( v_p(X)(f(X)) \) is the largest integer \( k \) such that \( p(X)^k \) divides polynomial \( f(X) \), and \( v_p(X)(f/g) = v_p(X)(f) - v_p(X)(g) \) for polynomials \( f, g \). \( v_p(X)(0) = +\infty \).

Thus, nontrivial absolute values on \( F = K(X) \), which are trivial on \( K \), are in one-to-one correspondence (up to raising to a positive real power) with irreducible monic polynomials of positive degree in \( K[X] \) and \( \frac{1}{X} \).

Exercises.

1. Show that \( ||\alpha|| - ||\beta|| \leq ||\alpha + \beta|| \leq ||\alpha|| + ||\beta|| \) for \( \alpha, \beta \in F \), where \( ||\cdot|| \) is an absolute value on \( F \).

2. Show that every absolute value on a finite field is trivial.

3. Let \( A \) be a subring of \( F \) generated by 1 of \( F \). Show that an absolute value \( ||\cdot|| \) on \( F \) is ultrametric if and only if there exists \( c > 0 \) such that \( ||a|| \leq c \) for all \( a \in A \).

4. Show that every absolute value on a field of positive characteristic is ultrametric.

5. Show that an absolute value \( ||\cdot|| \) on a field \( F \) is ultrametric if and only if \( ||\cdot||^c \) is an absolute value on \( F \) for all real \( c > 0 \).

6. Find the set of real \( c > 0 \), such that \( ||\cdot||^c_\infty \) is not an absolute value on \( \mathbb{Q} \).

7. Let \( S \) be the set of all positive primes in \( \mathbb{Z} \), \( S' = S \cup \{\infty\} \). Show that if \( \alpha \in \mathbb{Q}^* \), then \( ||\alpha||_i = 1 \) for almost all \( i \in S \) and

\[
\prod_{i \in S'} ||\alpha||_i = 1.
\]
8. Let \(0 < d < 1\), let \(I\) be the set of all irreducible monic polynomials of positive degree over \(K\), and \(I' = I \cup \{\infty\}\). Let 
\[
\|\alpha\|_\infty = d^{-\deg \alpha}, \quad \|\alpha\|_{p(X)} = d^{\deg p(X) v_p(X)(\alpha)} \quad \text{for} \quad \alpha \in K(X)^*.
\]
Show that \(\|\alpha\|_i = 1\) for almost all \(i \in I\) and 
\[
\prod_{i \in I'} \|\alpha\|_i = 1 \quad \text{for} \quad \alpha \in K(X)^*.
\]

2. Valuations and Valuation Fields

In this section we initiate the study of valuations.

(2.1). One can generalize the properties of \(v_p\) of (1.1) and \(v_p(X)\) of (1.2) and proceed to the concept of valuation. Let \(\Gamma\) be an additively written totally ordered abelian group. Add to \(\Gamma\) a formal element \(+\infty\) with the properties 
\[
a \leq +\infty, \quad +\infty \leq +\infty, \quad a + (+\infty) = +\infty, \quad (+\infty) + (+\infty) = +\infty, \quad \text{for each} \quad a \in \Gamma; \quad \text{denote} \quad \Gamma' = \Gamma \cup \{+\infty\}.
\]

A map \(v: F \to \Gamma'\) with the properties 
\[
v(\alpha) = +\infty \iff \alpha = 0
\]
\[
v(\alpha \beta) = v(\alpha) + v(\beta)
\]
\[
v(\alpha + \beta) \geq \min\{v(\alpha), v(\beta)\}
\]
is said to be a valuation on \(F\); in this case \(F\) is said to be a valuation field. The map \(v\) induces a homomorphism of \(F^*\) to \(\Gamma\) and its value group \(v(F^*)\) is a totally ordered subgroup of \(\Gamma\). If \(v(F^*) = \{0\}\), then \(v\) is called the trivial valuation. Similarly to (1.2) it is easy to show that if \(v(\alpha) \neq v(\beta)\), then \(v(\alpha + \beta) = \min\{v(\alpha), v(\beta)\}\).

(2.2). Let \(O_v = \{\alpha \in F: v(\alpha) \geq 0\}\), \(M_v = \{\alpha \in F: v(\alpha) > 0\}\). Then \(M_v\) coincides with the set of non-invertible elements of \(O_v\). Therefore, \(O_v\) is a local ring with the unique maximal ideal \(M_v\); \(O_v\) is called the ring of integers (with respect to \(v\)), and the field \(F_v = O_v / M_v\) is called the residue field, or residue class field. The image of an element \(\alpha \in O_v\) in \(F_v\) is denoted by \(\overline{\alpha}\), it is called the residue of \(\alpha\) in \(F_v\). The set of invertible elements of \(O_v\) is a multiplicative group \(U_v = O_v - M_v\), it is called the group of units.

(2.3). Examples of valuations and valuation fields.

1. A valuation \(v\) on \(F\) is said to be discrete if the totally ordered group \(v(F^*)\) is isomorphic to the naturally ordered group \(\mathbb{Z}\).

The map \(v_p\) of (1.1) is a discrete valuation with the ring of integers 
\[
O_{v_p} = \left\{ \frac{m}{n} : m, n \in \mathbb{Z}, \quad n \text{ is relatively prime to } p \right\}.
\]
The residue field $\overline{\mathbb{Q}}_{v_p}$ is a finite field of order $p$. The map $v_\infty$ of (1.2) is a discrete valuation with the residue field $K$. The map $v_{p(X)}$ of (1.2) is a discrete valuation with the ring of integers

$$\mathcal{O}_{v_{p(X)}} = \left\{ \frac{f(X)}{g(X)} : f(X), g(X) \in K[X], g(X) \text{ is relatively prime to } p(X) \right\}$$

and the residue field is $K[X]/p(X)K[X]$.

2. Let $\Gamma_1, \ldots, \Gamma_n$ be totally ordered abelian groups. One can order the group $\Gamma_1 \times \cdots \times \Gamma_n$ lexicographically, namely setting $(a_1, \ldots, a_n) < (b_1, \ldots, b_n)$ if and only if $a_1 = b_1, \ldots, a_{i-1} = b_{i-1}$ and $a_i < b_i$ for some $1 \leq i \leq n$. A valuation $v$ on $F$ is said to be discrete of rank $n$ if the value group $v(F^*)$ is isomorphic to the lexicographically ordered group $(\mathbb{Z})^n = \mathbb{Z} \times \cdots \times \mathbb{Z}$. Note that the first component $v_1$ of a discrete valuation $v = (v_1, \ldots, v_n)$ of rank $n$ is a discrete valuation (of rank 1) on the field $F$.

3. Let $F$ be a field with a valuation $v$. For $f(X) = \sum_{i=m}^{k} \alpha_i X^i \in F[X]$ with $\alpha_m \neq 0$, $m \leq k$, put

$$v^*(f(X)) = (m, v(\alpha_m)) \in \mathbb{Z} \times v(F^*).$$

One can naturally extend $v^*$ to $F(X)$. If we order the group $\mathbb{Z} \times v(F^*)$ lexicographically, we obtain the valuation $v^*$ on $F(X)$ with the residue field $\overline{F}_v$. Similarly, it is easy to define a valuation on $F(X_1) \cdots (X_n)$ with the value group $(\mathbb{Z})^{n-1} \times v(F^*)$ ordered lexicographically. In particular, for $F = \mathbb{Q}$, $v = v_p$, we get a discrete valuation of rank $n$ on $\mathbb{Q}(X_1) \cdots (X_{n-1})$ and for $F = K(X)$, $v = v_{p(X)}$ we get a discrete valuation of rank $n$ on $K(X_1) \cdots (X_{n-1})$.

4. Let $F, v$ be as in Example 3. Fix an integer $c$. For $f(X) = \sum_{i=m}^{k} \alpha_i X^i \in F[X]$ with $\alpha_m \neq 0$, $m \leq k$, put

$$w_c(f(X)) = \min_{m \leq i \leq k} v(\alpha_i) + ic.$$  

Extending $w_c$ to $F(X)$ we obtain the discrete valuation $w_c$ with residue field $\overline{F}_v(X)$ (make substitution $X = Y\beta$ with $v(\beta) = c$ to reduce to the case $c = 0$).

5. Let $F, v$ be as in Example 3. For $f(X) = \sum_{i=m}^{k} \alpha_i X^i \in F[X]$, $\alpha_m \neq 0$, $m \leq k$, put

$$v_s(f(X)) = \min_{m \leq i \leq k} (v(\alpha_i), i) \in v(F^*) \times \mathbb{Z}, \quad v_s(0) = (+\infty, +\infty)$$

for $v(F^*) \times \mathbb{Z}$ ordered lexicographically. Extending $v_s$ to $F(X)$, we obtain the valuation $v_s$. The residue field of $v_s$ is $\overline{F}_v$.

For a general valuation theory see [Bou, Rib, E].
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Exercises.

1. Find the ring of integers, the group of units and the maximal ideal of the ring of integers for the preceding examples.

2. Show that \( \bigcap_{p \in S} \mathcal{O}_v = \mathbb{Z} \) for \( S = S' - \{\infty\} \) (see Exercise 7 section 1) and \( \bigcap_{p(X) \in I} \mathcal{O}_{v_p(X)} = K[X] \) for \( I = I' - \{\infty\} \) (see Exercise 8 section 1).

3. Let \( F = K(X) \), \( F_m = F(X^m) \) for a natural \( m \geq 1 \) and \( L = \bigcup F_m \). For \( f = \sum_{\alpha \in \mathbb{Q}} \alpha X^\alpha \in L \), \( \alpha \in K \), put \( v(f) = \min\{\alpha \in \mathbb{Q} : \alpha \neq 0\} \). Show that \( v \) is a valuation on \( L \) with the residue field \( K \) and the value group \( \mathbb{Q} \).

4. A subring \( \mathcal{O} \) of a field \( F \) is said to be a valuation ring if \( \alpha \in \mathcal{O} \) or \( \alpha^{-1} \in \mathcal{O} \) for every nonzero element \( \alpha \in F \). Show that the ring of integers of a valuation on \( F \) is a valuation ring. Conversely, for a valuation ring \( \mathcal{O} \) in \( F \) one can order the group \( F^*/\mathcal{O}^* \) as follows: \( \alpha \mathcal{O}^* \leq \beta \mathcal{O}^* \) if and only if \( \beta \alpha^{-1} \in \mathcal{O} \). Show that the canonical map \( F \to (F^*/\mathcal{O}^*)' \) (see (2.1)) is a valuation with the ring of integers \( \mathcal{O} \).

5. Let \( \mathcal{O} \) be a valuation ring of \( F \) and \( \mathcal{O}_1 \) a subring of \( F \) containing \( \mathcal{O} \). Show that \( \mathcal{O}_1 \) is a valuation ring of \( F \) with the maximal ideal \( \mathcal{M}_1 \), which is a prime ideal of \( \mathcal{O} \). Conversely, show that for a prime ideal \( P \) of \( \mathcal{O} \) the ring of fractions \( \mathcal{O}_P = \{ \alpha/\beta : \alpha, \beta \in \mathcal{O}, \beta \neq P \} \) is a valuation ring of \( F \).

6. A valuation \( v \) on \( F \) is said to be a \( p \)-valuation of rank \( d \) for a prime integer \( p \) if \( \text{char}(F) = 0 \), \( \text{char}(\overline{F}_v) = p \), and \( \mathcal{O}_v/p\mathcal{O}_v \) is of order \( p^d \). Show that

\[
\min\{v(\alpha) > 0 : \alpha \in F^*\} = \frac{v(p)}{e}
\]

and \( d = ef \), where \( p^f = |\overline{F}_v| \), for some natural \( e \).

A field \( F \) is said to be a formally \( p \)-adic field if it admits at least one nontrivial \( p \)-valuation.
(For the theory of formally \( p \)-adic fields see [PR], [Po]).

3. Discrete Valuation Fields

Now we concentrate on discrete valuations.

(3.1). A field \( F \) is said to be a \textit{discrete valuation field} if it admits a nontrivial discrete valuation \( v \) (see Example 1 in (2.3)). An element \( \pi \in \mathcal{O}_v \) is said to be a \textit{prime element} (uniformizing element) if \( v(\pi) \) generates the group \( v(F^*) \). Without loss of generality we shall often assume that the homomorphism

\[
v: F^* \to \mathbb{Z}
\]

is surjective.

(3.2). \textbf{Lemma.} Assume that \( \text{char}(F) \neq \text{char}(\overline{F}_v) \). Then \( \text{char}(F) = 0 \) and \( \text{char}(\overline{F}_v) = p > 0 \).
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Proof. Suppose that \( \text{char}(F) = p \neq 0 \). Then \( p = 0 \) in \( F \) and therefore in \( \overline{F}_v \). Hence \( p = \text{char}(\overline{F}_v) \).

(3.3). Lemma. Let \( F \) be a discrete valuation field, and \( \pi \) be a prime element. Then the ring of integers \( \mathcal{O}_v \) is a principal ideal ring, and every proper ideal of \( \mathcal{O}_v \) can be written as \( \pi^n \mathcal{O}_v \) for some \( n > 0 \). In particular, \( \mathcal{M}_v = \pi \mathcal{O}_v \). The intersection of all proper ideals of \( \mathcal{O}_v \) is the zero ideal.

Proof. Let \( I \) be a proper ideal of \( \mathcal{O}_v \). Then there exists \( n = \min \{ v(\alpha) : \alpha \in I \} \) and hence \( \pi^n \varepsilon \in I \) for some unit \( \varepsilon \). It follows that \( \pi^n \mathcal{O}_v \subseteq I \subseteq \pi^n \mathcal{O}_v \) and \( I = \pi^n \mathcal{O}_v \). If \( \alpha \) belongs to the intersection of all proper ideals \( \pi^n \mathcal{O}_v \) in \( \mathcal{O}_v \), then \( v(\alpha) = +\infty \), i.e., \( \alpha = 0 \).

Further characterization of discrete valuation fields via commutative algebra can be found in [Se3] and [Bou].

(3.4). Lemma. Any element \( \alpha \in F^* \) can be uniquely written as \( \pi^n \varepsilon \) for some \( n \in \mathbb{Z} \) and \( \varepsilon \in U_v \).

Proof. Let \( n = v(\alpha) \). Then \( \alpha \pi^{-n} \in U_v \), and \( \alpha = \pi^n \varepsilon \) for \( \varepsilon \in U_v \). If \( \pi^n \varepsilon_1 = \pi^m \varepsilon_2 \), then \( n + v(\varepsilon_1) = m + v(\varepsilon_2) \). As \( \varepsilon_1, \varepsilon_2 \in U_v \), we deduce \( n = m, \ v(\varepsilon_1) = v(\varepsilon_2) \).

(3.5). Let \( v \) be a discrete valuation on \( F \), \( 0 < d < 1 \). The mapping \( d_v: F \times F \rightarrow \mathbb{R} \) defined by \( d_v(\alpha, \beta) = d^{v(\alpha - \beta)} \) is a metric on \( F \). Therefore, it induces a Hausdorff topology on \( F \). For every \( \alpha \in F \) the sets \( \alpha + \pi^n \mathcal{O}_v, \ n \in \mathbb{Z} \), form a basis of open neighborhoods of \( \alpha \). This topology on \( F \) and the induced topology on \( U_v \) and \( 1 + \mathcal{M}_v \) is called the discrete valuation topology.

Lemma. The field \( F \) with the above-defined topology is a topological field.

Proof. As

\[
\begin{align*}
v((\alpha - \beta) - (\alpha_0 - \beta_0)) &\geq \min(v(\alpha - \alpha_0), v(\beta - \beta_0)), \\
v(\alpha \beta - \alpha_0 \beta_0) &\geq \min(v(\alpha - \alpha_0) + v(\beta), v(\beta - \beta_0) + v(\alpha_0)), \\
v(\beta^{-1} - \beta_0^{-1}) &\geq v(\alpha - \alpha_0) - v(\alpha) - v(\alpha_0),
\end{align*}
\]

we obtain the continuity of subtraction, multiplication and division.

(3.6). Lemma. The topologies on \( F \) defined by two discrete valuations \( v_1, v_2 \) coincide if and only if \( v_1 = v_2 \) (recall that \( v_1(F^*) = v_2(F^*) = \mathbb{Z} \)).
Proof. Let the topologies induced by $v_1, v_2$ coincide. Observe that $\alpha^n$ tends to 0 when $n$ tends to $+\infty$ in the topology defined by a discrete valuation $v$ if and only if $v(\alpha) > 0$. Therefore, $v_1(\alpha) > 0$ if and only if $v_2(\alpha) > 0$. Let $\pi_1, \pi_2$ be prime elements with respect to $v_1$ and $v_2$. Then we conclude that $v_2(\pi_1) \geq 1$ and $v_1(\pi_2) \geq 1$. If $v_2(\pi_1) > 1$ then $v_2(\pi_1 \pi_2^{-1}) > 0$. Consequently, $v_1(\pi_1 \pi_2^{-1}) > 0$, i.e., $v_1(\pi_2) < 1$. Thus, $v_2(\pi_1) = 1$ and this equality holds for all prime elements $\pi_1$ with respect to $v_1$. This shows the equality $v_1 = v_2$.

(3.7). Proposition (Approximation Theorem). Let $v_1, \ldots, v_n$ be distinct discrete valuations on $F$. Then for every $\alpha_1, \ldots, \alpha_n \in F^\ast$, there exists $\alpha \in F$ such that $v_i(\alpha_i - \alpha) > c$ for $1 \leq i \leq n$.

Proof. It is easy to show that if $v_\beta(\alpha) > 0$ then $v_\beta(\alpha^m(1 + \alpha^m)^{-1}) \to +\infty$ as $m \to +\infty$, and if $v_\beta(\alpha) < 0$ then $v_\beta(\alpha^m(1 + \alpha^m)^{-1} - 1) \to +\infty$ as $m \to +\infty$.

We proceed by induction to deduce that there exists an element $\beta_1 \in F$ such that $v_1(\beta_1) < 0$, $v_1(\beta_1) > 0$ for $2 \leq i \leq n$. Indeed, one can first verify that there is an element $\gamma_1 \in F$ such that $v_1(\gamma_1) > 0$, $v_1(\gamma_1) < 0$. Using the proof of Lemma (3.6), take elements $\pi_1, \pi_2 \in F$ with $v_2(\pi_1) \neq 1 = v_1(\pi_1), v_1(\pi_2) \neq 1 = v_2(\pi_2)$. If $v_2(\pi_1) < 0$ put $\gamma_1 = \pi_1$. If $v_2(\pi_1) \geq 0$, then $v_2(\rho) \neq 0 = v_1(\rho)$ for $\rho = \pi_2 \pi_1^{-1} v_1(\pi_2)$.

Put $\gamma_2 = \rho$ or $\gamma_2 = \rho^{-1}$. Now let $\gamma_2 \in F$ be such that $v_2(\gamma_2) > 0$. Then $\beta_1 = \gamma_1^{-1} \gamma_2$ is the desired element for $n = 2$.

Let $n > 2$. Then, by the induction assumption, there exists $\delta_1 \in F$ with $v_1(\delta_1) < 0$, $v_1(\delta_1) > 0$ for $2 \leq i \leq n - 1$ and $\delta_2 \in F$ with $v_1(\delta_2) < 0$, $v_1(\delta_2) > 0$. One can put $\beta_2 = \delta_1$ if $v_1(\delta_1) > 0$, $\beta_2 = \delta_1 \delta_2$ if $v_1(\delta_1) = 0$, and $\beta_2 = \delta_1 \delta_2 (1 + \delta_2)^{-1}$ if $v_1(\delta_1) < 0$ for a sufficiently large $m$.

To complete the proof we take $\beta_1, \ldots, \beta_n \in F$ with $v_1(\beta_i) < 0$, $v_1(\beta_j) > 0$ for $i \neq j$. Put $\alpha = \sum_{i=1}^n \alpha_i \beta_i^m (1 + \beta_i^m)^{-1}$. Then $\alpha$ is the desired element for a sufficiently large $m$.

Exercises.

1. Show that every interior point of an open ball in the topology induced by a discrete valuation is a center of the ball.
2. Do Lemmas (3.3) and (3.4) hold for a discrete valuation of rank $n$?
3. Let $v$ be a discrete valuation on $F$. Show that the map $\|\|: F^* \to \mathbb{R}^*$ defined as $\|\alpha\| = d^{v(\alpha)}$ for some real $d$, $0 < d < 1$, is an absolute value on $F$ and $\|F^*\|$ is a discrete subgroup of $\mathbb{R}^*$.
4. Let $\|\|$ be an absolute value on $F$. As a basis of neighborhoods of $\alpha \in F$ one can take the sets $U_\varepsilon(\alpha) = \{ \beta \in F : \|\alpha - \beta\| < \varepsilon \}$. The topology defined in this way is said to be induced by $\|\|$.
   a) Show that for the ultrametric absolute value related to a discrete valuation, this topology coincides with the above-defined topology induced by the valuation.
   b) Two absolute values are said to be equivalent if the induced topologies coincide. Show that $\|\|_1$ and $\|\|_2$ are equivalent if and only if $\|\|_2 = \|\|_1^c$ for some real $c > 0$. 
4. Completion

Completion of a discrete valuation field is an object which is easier to understand than the original field. The central object of this book, local fields, is defined in (4.6).

(4.1). Let $F$ be a field with a discrete valuation $v$ (as usual, $v(F^*) = \mathbb{Z}$). As $F$ is a metric topological space one can introduce the notion of a Cauchy sequence. A sequence $(\alpha_n)_{n \geq 0}$ of elements of $F$ is called a Cauchy sequence if for every real $c$ there is $n_0 \geq 0$ such that $v(\alpha_n - \alpha_m) \geq c$ for $m, n \geq n_0$.

If $(\alpha_n)$ is a fundamental sequence then for every integer $r$ there is $n_r$ such that for all $n, m \geq n_r$ we have $v(\alpha_n - \alpha_m) \geq r$. We can assume $n_1 \leq n_2 \leq \ldots$. If for every $r$ there is $n'_r \geq n_r$ such that $v(\alpha_{n'_r}) \neq v(\alpha_{n'_r+1})$, then $v(\alpha_{n'_r}) \geq r$ and $v(\alpha_n) \geq r$ for $n \geq n'_r$, and hence $\lim v(\alpha_n) = \infty$. In view of the properties of valuations, for such a sequence there exists $\lim v(\alpha_n) \in \Gamma$.

**Lemma.** The set $A$ of all Cauchy sequences forms a ring with respect to componentwise addition and multiplication. The set of all Cauchy sequences $(\alpha_n)_{n \geq 0}$ with $\alpha_n \to 0$ as $n \to +\infty$ forms a maximal ideal $M$ of $A$. The field $A/M$ is a discrete valuation field with its discrete valuation $\hat{v}$ defined by $\hat{v}(\alpha_n) = \lim v(\alpha_n)$ for a Cauchy sequence $(\alpha_n)_{n \geq 0}$.

**Proof.** A sketch of the proof is as follows. It suffices to show that $M$ is a maximal ideal of $A$. Let $(\alpha_n)_{n \geq 0}$ be a Cauchy sequence with $\alpha_n \to 0$ as $n \to +\infty$. Hence, there is an $n_0 \geq 0$ such that $\alpha_n \neq 0$ for $n \geq n_0$. Put $\beta_n = 0$ for $n < n_0$ and $\beta_n = \alpha_n^{-1}$ for $n \geq n_0$. Then $(\beta_n)_{n \geq 0}$ is a Cauchy sequence and $(\alpha_n)(\beta_n) \in (1) + M$. Therefore, $M$ is maximal.

(4.2). A discrete valuation field $F$ is called a complete discrete valuation field if every Cauchy sequence $(\alpha_n)_{n \geq 0}$ is convergent, i.e., there exists $\alpha = \lim \alpha_n \in F$ with respect to $v$. A field $\hat{F}$ with a discrete valuation $\hat{v}$ is called a completion of $F$ if it is complete, $\hat{v}|_F = v$, and $F$ is a dense subfield in $\hat{F}$ with respect to $\hat{v}$.

**Proposition.** Every discrete valuation field has a completion which is unique up to an isomorphism over $F$.

**Proof.** We verify that the field $A/M$ with the valuation $\hat{v}$ is a completion of $F$. $F$ is embedded in $A/M$ by the formula $\alpha \to (\alpha) \mod M$. For a Cauchy sequence $(\alpha_n)_{n \geq 0}$ and real $c$, let $n_0 \geq 0$ be such that $v(\alpha_n - \alpha_m) \geq c$ for all $m, n \geq n_0$. Hence, for $\alpha_{n_0} \in F$ we have $\hat{v}(\alpha_{n_0}) - (\alpha_n)_{n \geq 0} \geq c$, which shows that $F$ is dense in $A/M$. Let $((\alpha_n^{(m)})_{n})_{n}$ be a Cauchy sequence in $A/M$ with respect to $\hat{v}$. Let $n(0), n(1), \ldots$ be an increasing sequence of integers such that $v(\alpha_{n_2}^{(m)} - \alpha_{n_1}^{(m)}) \geq m$ for $n_1$. 

\[\therefore \]
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\[ n_2 \geq n(m) \]. Then \( (\alpha^{(m)}_{n(m)})_m \) is a Cauchy sequence in \( F \) and the limit of \( ((\alpha^{(m)}_n)_m \) with respect to \( \hat{v} \) in \( A/M \). Thus, we obtain the existence of the completion \( A/M, \hat{v} \).

If there are two completions \( \hat{F}_1, \hat{v}_1 \) and \( \hat{F}_2, \hat{v}_2 \), then we put \( f(\alpha) = \alpha \) for \( \alpha \in F \) and extend this homomorphism by continuity from \( F \) as a dense subfield in \( \hat{F}_1 \), to \( \hat{F}_1 \). It is easy to verify that the extension \( \hat{f}: \hat{F}_1 \to \hat{F}_2 \) is an isomorphism and \( \hat{v}_2 \circ f = \hat{v}_1 \).

We shall denote the completion of the field \( F \) with respect to \( v \) by \( \hat{F}_v \) or \( \hat{F} \).

\textbf{(4.3). Lemma.} Let \( F \) be a field with a discrete valuation \( v \) and \( \hat{F} \) its completion with the discrete valuation \( \hat{v} \). Then the ring of integers \( \hat{O}_v \) is dense in \( \hat{O}_v \), the maximal ideal \( \hat{M}_v \) is dense in \( \hat{M}_v \), and the residue field \( \hat{F}_v \) coincides with the residue field of \( \hat{F} \) with respect to \( \hat{v} \).

\textbf{Proof.} It follows immediately from the construction of \( A/M \) in (4.1) and Proposition (4.2).

\textbf{(4.4).} Although we have considered the completion of discrete valuation fields, such a construction can be realized for any valuation field using the notion of filter. As a basis of neighborhoods of 0 one uses the sets \( \{ \alpha \in F : v(\alpha) > c \} \) where \( c \in v(F^*) \). Assertions, similar to (4.2) and (4.3), hold in general (see [Bou, sect. 5 Ch. VI]).

\textbf{(4.5). Examples of Complete Valuation Fields.}

1. The completion of \( \mathbb{Q} \) with respect to \( v_p \) of (1.1) is denoted by \( \mathbb{Q}_p \) and is called the \( p \)-adic field. Certainly, the completion of \( \mathbb{Q} \) with respect to the absolute value \( \|\cdot\|_\infty \) of (1.1) is \( \mathbb{R} \). Embeddings of \( \mathbb{Q} \) in \( \mathbb{Q}_p \) for all prime \( p \) and in \( \mathbb{R} \) is a tool to solve various problems over \( \mathbb{Q} \). An example is the Minkowski–Hasse Theorem (c.f. [BSh, Ch. 1]): an equation \( \sum a_{ij}X_j = 0 \) for \( a_{ij} \in \mathbb{Q} \) has a nontrivial solution in \( \mathbb{Q} \) if and only if it admits a nontrivial solution in \( \mathbb{R} \) in \( \mathbb{Q}_p \) for all prime \( p \).

A generalization of this result is the so-called Hasse local-global principle which is of great importance in algebraic number theory. It is interesting that, from the standpoint of model theory, the complex field \( \mathbb{C} \) is locally equivalent to the algebraic closure of \( \mathbb{Q}_p \) for each prime \( p \) (see [Roq2]).

The ring of integers of \( \mathbb{Q}_p \) is denoted by \( \mathbb{Z}_p \) and is called the ring of \( p \)-adic integers. The residue field of \( \mathbb{Q}_p \) is the finite field \( \mathbb{F}_p \) consisting of \( p \) elements.

2. The completion of \( K(X) \) with respect to \( v_X \) is the formal power series field \( K((X)) \) of all formal series \( \sum_{n=-\infty}^{\infty} \alpha_n X^n \) with \( \alpha_n \in K \) and \( \alpha_n = 0 \) for almost all negative \( n \). The ring of integers with respect to \( v_X \) is \( K[[X]] \), that is, the set of all formal series \( \sum_{n=0}^{\infty} \alpha_n X^n \), \( \alpha_n \in K \). Its residue field may be identified with \( K \).

3. Let \( F \) be a field with a discrete valuation \( v \), and \( \hat{F} \) its completion. Then the valuation \( v^* \) on \( F(X) \) defined in Example 3 of (2.3) can be naturally extended to \( \hat{F}((X)) \). For \( f(X) = \sum_{n=m}^{\infty} \alpha_n X^n \), \( \alpha_n \in \hat{F} \), \( \alpha_m \neq 0 \), put \( v^*(f(X)) = (m, \hat{v}(\alpha_m)) \).

The ring of integers of \( v^* \) on \( \hat{F}((X)) \) is \( \hat{O}_\hat{X} + \hat{X} \hat{F}[[X]] \).
4. Let \( F \) be the same as in Example 3. Then the valuation \( v_* \) on \( F(X) \) defined in Example 5 of (2.3) can be naturally extended to the field 

\[
\hat{F}\{X\} = \left\{ \sum_{n=-\infty}^{+\infty} \alpha_n X^n : \alpha_n \in \hat{F}, \inf_n \hat{v}(\alpha_n) > -\infty, \hat{v}(\alpha_n) \to +\infty \text{ as } n \to -\infty \right\}.
\]

For \( f(X) = \sum_{n=-\infty}^{+\infty} \alpha_n X^n \in \hat{F}\{X\} \) put 

\[
v_*(f(X)) = \min_n (\hat{v}(\alpha_n), n).
\]

The ring of integers of \( v_* \) is \( \mathcal{O}_v\{X\} = \{ \sum_{n=-\infty}^{+\infty} \alpha_n X^n : \alpha_n \in \mathcal{O}_v \} \) and the residue field is \( F_v \).

(4.6). Definitions.

1. A complete discrete valuation field with perfect residue field is called a local field. For example, \( \mathbb{Q}_p \) and \( F((X)) \) are local fields where \( F \) is a perfect field (of positive or zero characteristic). Local fields with finite residue field are sometimes called local number fields if they are of characteristic zero and local functional fields if they are of positive characteristic.

2. Local fields are sometimes called 1-dimensional local fields. An \( n \)-dimensional local field (\( n \geq 2 \)) is a complete discrete valuation fields whose residue field is an \((n-1)\)-dimensional local field. For example, \( \mathbb{Q}_p((X_2)) \ldots ((X_n)), F((X_1)) \ldots ((X_n)) \) (\( F \) is a perfect field), \( K\{X_1\} \ldots \{X_{n-1}\} \) (\( K \) is a 1-dimensional local field of characteristic zero) are \( n \)-dimensional local fields. See [FK] for an introduction to \( n \)-dimensional local fields.

Exercises.

1. Let \( F \) be a complete discrete valuation field.
   a) Show that a series \( \sum_{n=0}^{+\infty} \alpha_n \) converges in \( F \) if and only if \( v(\alpha_n) \to +\infty \) as \( n \to +\infty \).
   b) Prove that \( F \) is an uncountable set.

2. Show that if the residue field is finite then the ring of integers \( \mathcal{O}_v \) of a complete discrete valuation field is isomorphic and homeomorphic with the projective limit \( \lim_{\leftarrow} \mathcal{O}_v/\pi^n \mathcal{O}_v \), where the topology of \( \mathcal{O}_v/\pi^n \mathcal{O}_v \) is discrete.

3. Let \( f: \mathbb{Q}_p \to \mathbb{Q}_q \) be an isomorphism and homeomorphism. Show that \( p = q \) (see also Exercise 5e in section 1 Ch. 2).

4. Let \( L \) be a field with a valuation \( v \) and let \( M = \mathcal{M}_v \) be the maximal ideal; \( M \)-adic topology on \( L \) is defined as follows: the sets \( \alpha + M^n, \quad n \geq 0 \), are taken as open neighbourhoods of \( \alpha \in L \). Show that for the case of a discrete valuation \( v \) the completion of \( L \) with respect to the \( M \)-adic topology coincides with \( \hat{L} \). Does the completion of \( L = F(X) \), where \( F \) is as in Examples 3 and 4, with respect to the \( M \)-adic topology coincide with \( \hat{F}(X) \), \( \hat{F}\{X\} \)? Does the completion of \( L = F(X) \) with respect to the filter (see (4.4)) coincide with \( \hat{F}(X) \), \( \hat{F}\{X\} \)?

5. Find the maximal ideal and the group of units in the examples in (4.5).
6. Show that the fields $\hat{F}((X))$, $\hat{F}\{\{X\}\}$ in (4.5) are complete discrete valuation fields with respect to the first component of $v^*$, $v_*$ (see Example 2 in (2.3)), and find their residue fields.

7. Find the completion of $F(X)$ with respect to $w_c$ (see Example 4 in (2.3)).

8. Define a completion of a field with respect to an absolute value. Then
   a) Using (1.1) show that if $\|\cdot\|$ is a nontrivial non-ultrametric absolute value on $\mathbb{R}$ then $\|\cdot\|$ coincides, up to an automorphism of $\mathbb{R}$, with $\|\cdot\|_\infty$ for some real $c > 0$.
   b) Prove that if $\|\cdot\|$ is a nontrivial non-ultrametric absolute value on $\mathbb{C}$, then $\|\cdot\|$ coincides, up to an automorphism of $\mathbb{C}$, with $\|\cdot\|_\infty$ for some real $c > 0$, where $\|\cdot\|_\infty$ is the usual absolute value.

A Theorem of A. Ostrowski asserts that every complete field $F$ with respect to a nontrivial non-ultrametric absolute value is isomorphic to $(\mathbb{R}, \|\cdot\|_\infty)$ or $(\mathbb{C}, \|\cdot\|_\infty)$ (see [Cas, Ch. 3], [Wes], [Bah]).

5. Filtrations of Discrete Valuation Fields

In this section we study natural filtrations on the multiplicative group of a discrete valuation field $F$; in particular, its behaviour with respect to raising to the $p$th power.

For simplicity, we will often omit the index $v$ in notations $U_v$, $O_v$, $M_v$, $F_v$. We fix a prime element $\pi$ of $F$.

(5.1). A set $R$ is said to be a set of representatives for a valuation field $F$ if $R \subset O$, $0 \in R$ and $R$ is mapped bijectively on $F$ under the canonical map $O \to O/M = \hat{F}$. Denote by rep: $\hat{F} \to R$ the inverse bijective map. For a set $S$ denote by $(S)_n^{\infty}$ the set of all sequences $(a_i)_{i \geq n}, a_i \in S$. Let $(S)_n^{-\infty}$ denote the union of increasing sets $(S)_n^{\infty}$ where $n \to -\infty$.

(5.2). The additive group $\hat{F}$ has a natural filtration

$$\cdots \supset \pi^i O \supset \pi^{i+1} O \supset \cdots$$

The factor filtration of this filtration is easy to calculate: $\pi^i O / \pi^{i+1} O \cong \hat{F}$.

**Proposition.** Let $F$ be a complete field with respect to a discrete valuation $v$. Let $\pi_i \in F$ for each $i \in \mathbb{Z}$ be an element of $F$ with $v(\pi_i) = i$. Then the map

$$\text{Rep}: (\hat{F})^{+\infty}_{-\infty} \to F, \quad (a_i)_{i \in \mathbb{Z}} \mapsto \sum_{-\infty}^{+\infty} \text{rep}(a_i) \pi_i$$

is a bijection. Moreover, if $(a_i)_{i \in \mathbb{Z}} \neq (0)_{i \in \mathbb{Z}}$ then $v(\text{Rep}(a_i)) = \min\{i : a_i \neq 0\}$.

**Proof.** The map Rep is well defined, because for almost all $i < 0$ we get $\text{rep}(a_i) = 0$ and the series $\sum \text{rep}(a_i) \pi_i$ converges in $F$. If $(a_i)_{i \in \mathbb{Z}} \neq (b_i)_{i \in \mathbb{Z}}$ and

$$n = \min\{i \in \mathbb{Z} : a_i \neq b_i\},$$
then \( v(a_n \pi_n - b_n \pi_n) = n \). Since \( v(a_i \pi_i - b_i \pi_i) > n \) for \( i > n \), we deduce that
\[
v(\text{Rep}(a_i) - \text{Rep}(b_i)) = n.
\]
Therefore \( \text{Rep} \) is injective.

In particular, \( v(\text{Rep}(a_i)) = \min\{i : a_i \neq 0\} \). Further, let \( \alpha \in F \). Then \( \alpha = \pi^n \varepsilon \) with \( n \in \mathbb{Z} \), \( \varepsilon \in U \). We also get \( \alpha = \pi_n \varepsilon' \) for some \( \varepsilon' \in U \). Let \( a_n \) be the image of \( \varepsilon' \) in \( F \); then \( a_n \neq 0 \) and \( \alpha_1 = \alpha - \text{rep}(a_n) \pi_n \in \pi^{n+1} \mathcal{O} \). Continuing in this way for \( \alpha_1 \), we obtain a convergent series \( \alpha = \sum \text{rep}(a_i) \pi_i \). Therefore, \( \text{Rep} \) is surjective. □

**Corollary.** We often take \( \pi_n = \pi^n \). Therefore, by the preceding Proposition, every element \( \alpha \in F \) can be uniquely expanded as
\[
\alpha = \sum_{i=\text{-}\infty}^{\infty} \theta_i \pi^i, \quad \theta_i \in \mathbb{R} \quad \text{and} \quad \theta_i = 0 \quad \text{for almost all} \quad i < 0.
\]

We shall discuss the choice of the set of representatives in section 7.

**Definition.** If \( \alpha - \beta \in \pi^n \mathcal{O} \), we write \( \alpha \equiv \beta \mod \pi^n \).

**(5.3).** **Definition.** The group \( 1 + \pi \mathcal{O} \) is called the group of principal units \( U_1 \) and its elements are called principal units. Introduce also higher groups of units as follows: \( U_i = 1 + \pi^i \mathcal{O} \) for \( i \geq 1 \).

**(5.4).** The multiplicative group \( F^* \) has a natural filtration \( F^* \supset U \supset U_1 \supset U_2 \supset \ldots \). We describe the factor filtration of the introduced filtration on \( F^* \).

**Proposition.** Let \( F \) be a discrete valuation field. Then
1. The choice of a prime element \( \pi \) (\( 1 \in \mathbb{Z} \rightarrow \pi \in F^* \)) splits the exact sequence
\[
1 \rightarrow U \rightarrow F^* \rightarrow \mathbb{Z} \rightarrow 0.
\]
The group \( F^* \) is isomorphic to \( U \times \mathbb{Z} \).
2. The canonical map \( \mathcal{O} \rightarrow \mathcal{O}/\mathcal{M} = F \) induces the surjective homomorphism
\[
\lambda_0: U \rightarrow F^*, \quad \varepsilon \mapsto \varepsilon;
\]
\( \lambda_0 \) maps \( U/1 \) isomorphically onto \( F^* \).
3. The map
\[
\lambda_i: U_i \rightarrow F^*, \quad 1 + \alpha \pi^i \mapsto \overline{\alpha}
\]
for \( \alpha \in \mathcal{O} \) induces the isomorphism \( \lambda_i \) of \( U_i/1 \) onto \( F^* \) for \( i \geq 1 \).

**Proof.** The statement (1) follows for example from Lemma (3.4).

(2) The kernel of \( \lambda_0 \) coincides with \( U_1 \) and \( \lambda_0 \) is surjective.

(3) The induced map \( U_i/1 \rightarrow F^* \) is a homomorphism, since
\[
(1 + \alpha_1 \pi^i)(1 + \alpha_2 \pi^i) = 1 + (\alpha_1 + \alpha_2) \pi^i + \alpha_1 \alpha_2 \pi^{2i}.
\]
This homomorphism is bijective, since \( \lambda_i(1 + \text{rep}(\overline{\alpha}) \pi^i) = \overline{\alpha} \). □
(5.5). Corollary. Let \( l \) be not divisible by \( \text{char}(\overline{F}) \). Raising to the \( l \) th power induces an automorphism of \( U_i/U_{i+1} \) for \( i \geq 1 \).

If \( F \) is complete, then the group \( U_i \) for \( i \geq 1 \) is uniquely \( l \)-divisible.

**Proof.** If \( \varepsilon = 1 + \alpha \pi^i \) with \( \alpha \in \mathcal{O} \), then \( \varepsilon^l \equiv 1 + l\alpha \pi^i \mod \pi^{i+1} \). Absence of nontrivial \( l \)-torsion in the additive group \( F \) implies the first property. It also shows that \( U_i \) has no nontrivial \( l \)-torsion.

For an element \( \eta = 1 + \beta \pi^i \) with \( \beta \in \mathcal{O}^* \) we have \( \eta = (1 + l^{-1} \beta \pi^i)^l \eta_1 \) with \( \eta_1 \in U_{i+1} \). Applying the same argument to \( \eta_1 \) and so on, we get an \( l \) th root of \( \eta \) in \( F \) in the case of complete \( F \).

\[ \Box \]

(5.6). Let \( \text{char}(\overline{F}) = p > 0 \). Lemma (3.2) implies that either \( \text{char}(F) = p \) or \( \text{char}(F) = 0 \). We shall study the operation of raising to the \( p \) th power. Denote this homomorphism by

\[ \uparrow_p : \alpha \rightarrow \alpha^p. \]

The first and simplest case is \( \text{char}(F) = p \).

**Proposition.** Let \( \text{char}(F) = \text{char}(\overline{F}) = p > 0 \). Then the homomorphism \( \uparrow_p \) maps \( U_i \) injectively into \( U_{pi} \) for \( i \geq 1 \). For \( i \geq 1 \) it induces the commutative diagram

\[
\begin{array}{ccc}
U_i/U_{i+1} & \xrightarrow{\uparrow_p} & U_{pi}/U_{pi+1} \\
\lambda_i & & \lambda_{pi} \\
\overline{F} & \xrightarrow{\uparrow_p} & \overline{F}
\end{array}
\]

**Proof.** Since \( (1 + \varepsilon \pi^i)^p = 1 + \varepsilon^p \pi^{pi} \) and there is no nontrivial \( p \)-torsion in \( \overline{F}^* \) and \( F^* \), the assertion follows.

\[ \Box \]

**Corollary.** Let \( F \) be a field of characteristic \( p > 0 \) and let \( \overline{F} \) be perfect, i.e \( \overline{F} = \overline{F}^p \). Then \( \uparrow_p \) maps the quotient group \( U_i/U_{i+1} \) isomorphically onto the quotient group \( U_{pi}/U_{pi+1} \) for \( i \geq 1 \).

(5.7). We now consider the case of \( \text{char}(F) = 0, \text{char}(\overline{F}) = p > 0 \). As \( p = 0 \) in the residue field \( \overline{F} \), we conclude that \( p \in M \) and, therefore, for the surjective discrete valuation \( v \) of \( F \) we get \( v(p) = e \geq 1 \).

**Definition.** The number \( e = e(F) = v(p) \) is called the **absolute ramification index** of \( F \).

Let \( \pi \) be a prime element in \( F \). Let \( R \) be a set of representatives, and let \( \overline{\theta}_0 \in \overline{F} \) be the element of \( \overline{F} \) uniquely determined by the relation \( p - \text{rep}(\overline{\theta}_0) \pi^e \in \pi^{e+1} \mathcal{O} \) (see Corollary (5.2)).
Proposition. Let $F$ be a discrete valuation field of characteristic zero with residue field of positive characteristic $p$. Then the homomorphism $\overset{\uparrow}{p}$ maps $U_i$ to $U_{pi}$ for $i \leq e/(p-1)$, and $U_i$ to $U_{i+e}$ for $i > e/(p-1)$. This homomorphism induces the following commutative diagrams

(1) if $i < e/(p-1)$,

$$\begin{array}{ccc}
U_i/U_{i+1} & \overset{\uparrow}{p} & U_{pi}/U_{pi+1} \\
\lambda_i & \downarrow & \lambda_{pi} \\
F & \overset{\pi \rightarrow \pi^p} \longrightarrow & F
\end{array}$$

(2) if $i = e/(p-1)$ is an integer,

$$\begin{array}{ccc}
U_i/U_{i+1} & \overset{\uparrow}{p} & U_{pi}/U_{pi+1} \\
\lambda_i & \downarrow & \lambda_{pi} \\
F & \overset{\pi \rightarrow \pi^p + \theta_0 \pi} \longrightarrow & F
\end{array}$$

(3) if $i > e/(p-1)$,

$$\begin{array}{ccc}
U_i/U_{i+1} & \overset{\uparrow}{p} & U_{i+e}/U_{i+e+1} \\
\lambda_i & \downarrow & \lambda_{i+e} \\
F & \overset{\pi \rightarrow \pi^p + \theta_0 \pi} \longrightarrow & F
\end{array}$$

The horizontal homomorphisms are injective in cases (1), (3) and surjective in case (2).

If a primitive $p$th root $\zeta_p$ of unity is contained in $F$, then $v(1 - \zeta_p) = e/(p-1)$ and the kernel of the horizontal homomorphisms in case (2) is of order $p$.

If $e/(p-1) \in \mathbb{Z}$, $U_{e/(p-1)+1} \subset U_{e/(p-1)+1}^p$ and there is no nontrivial $p$-torsion in $F^*$, then the homomorphism is injective in case (2).

Proof. Let $1 + \alpha \in U_i$. Writing

$$(1 + \alpha)^p = 1 + p\alpha + \frac{p(p-1)}{2} \alpha^2 + \cdots + p\alpha^{p-1} + \alpha^p$$

and calculating $v(p\alpha) = e + i$, $v \left( \frac{p(p-1)}{2} \alpha^2 \right) = e + 2i$, $\ldots$, $v(p\alpha^{p-1}) = e + (p-1)i$, $v(\alpha^p) = pi$, we get

$$v((1 + \alpha)^p - 1) = v(\alpha^p + p\alpha), \quad \text{if} \quad v(\alpha^p) \neq v(p\alpha),$$

$$v((1 + \alpha)^p - 1) \geq v(\alpha^p + p\alpha), \quad \text{otherwise}.$$
These formulas reveal the behavior of $\uparrow p$ acting on the filtration in $U_1$, because $v(\alpha^p) \leq v(\alpha)$ if and only if $i \leq e/(p - 1)$. Moreover, for a unit $\alpha$ we obtain

\[
(1 + \alpha \pi^i)^p \equiv 1 + \alpha^p \pi^{pi}, \quad \text{mod } \pi^{pi+1},
\]

\[
(1 + \alpha \pi^i)^p \equiv 1 + \text{rep}(\bar{\theta}_0)\alpha^{i+\epsilon} \mod \pi^{i+\epsilon+1}, \quad \text{if } i > e/(p - 1),
\]

\[
(1 + \alpha \pi^i)^p \equiv 1 + (\alpha^p + \text{rep}(\bar{\theta}_0)\alpha)\pi^{pi} \mod \pi^{pi+1}, \quad \text{if } i = e/(p - 1) \in \mathbb{Z}.
\]

Thus, we conclude that the diagrams in the Proposition are commutative. Further, the homomorphism $\uparrow p$ is an isomorphism in case (3) and injective in case (1).

Assume that $\zeta_p \in F$. The assertions obtained above imply that $v(\zeta_p - 1) = e/(p - 1)$ and $e/(p - 1) \in \mathbb{Z}$. Therefore, the homomorphism $\overline{\alpha} \mapsto \overline{\alpha^p} + \overline{\theta_0} \alpha$ is not injective. Its kernel $\sqrt[p]{-\theta_0^p \mathbb{F}_p}$ in this case is of order $p$.

Now let $e/(p - 1)$ be an integer and let $U_{e/(p-1)+1}^{p} \subseteq U_{e/(p-1)+1}^{p}$. Assume that the horizontal homomorphism in case (2) is not injective. Let $\overline{\alpha_0} \in \mathbb{F}$ satisfy the equation $\overline{\alpha_0^p} + \overline{\theta_0} \alpha_0 = 0$. Then $(1 + \text{rep}(\overline{\theta}_0)\pi^{e/(p-1)})^p \in U_j$ for some $j > pe/(p - 1)$. Therefore $(1 + \text{rep}(\overline{\theta}_0)\pi^{e/(p-1)})^p = \varepsilon_1^p$ for some $\varepsilon_1 \in U_{e/(p-1)+1}^{p}$. Thus, $(1 + \text{rep}(\overline{\theta}_0)\pi^{e/(p-1)})^{-1} \in U_{e/(p-1)}^{p}$ is a primitive $p$th root of unity. \( \square \)

(5.8). Corollary 1. Let $\text{char}(F) = 0$ and let $\mathbb{F}$ be a perfect field of characteristic $p > 0$. Then $\uparrow p$ maps the quotient group $U_i/U_{i+1}$ isomorphically onto $U_{pi}/U_{pi+1}$ for $1 \leq i < e/(p - 1)$ and isomorphically onto $U_{i+e}/U_{i+e+1}$ for $i > e/(p - 1)$.

Corollary 2. Let $F$ be a complete field. Let $i > pe/(p - 1)$. Then $U_i \subseteq U_{i-e}$.

Therefore, if $F^*$ has no nontrivial $p$th torsion then the homomorphism is injective in case (2).

In addition, if the residue field of $F$ is finite and $F$ contains no nontrivial $p$th roots of unity, then $U_i \subseteq U_{i-e}$ for $i \geq pe/(p - 1)$

Proof. Use the completeness of $F$. Due to surjectivity of the homomorphisms in case (3) we get $U_i \subseteq U_{i+1}U_{i-e} \subseteq U_{i+2}U_{i-e} \subseteq \cdots \subseteq U_{i-e}$.

If the residue field of $F$ is finite, then the injectivity of the homomorphism in case (2) implies its surjectivity. \( \square \)

(5.9). Proposition. Let $F$ be a complete discrete valuation field.

If $\text{char}(F) = 0$, then $F^{**}$ is an open subgroup in $F^*$ for $n \geq 1$. If $\text{char}(F) = p > 0$, then $F^{**}$ is an open subgroup in $F^*$ if and only if $n$ is relatively prime to $p$.

Proof. If $\text{char}(F) = 0$, then by Corollary (5.5) we get $U_1 \subseteq F^{**}$ for $n \geq 1$. It means that $F^{**}$ is open. If $\text{char}(F) = p$, then by Corollary (5.5) $U_1 \subseteq F^{**}$ for $(n, p) = 1$ and $F^{**}$ is open. In this case, if $\text{char}(F) = p$, then by Proposition (5.6) $1 + \pi^i \notin F^{*p}$ for $(i, p) = 1$. Then $F^{*p}$ is not open. If $\text{char}(F) = 0$, then using Corollary 2 of (5.8)
we obtain $U_i \subset F^{*p^m}$ when $i > pe/(p - 1) + (m - 1)e$. Therefore $F^{*n}$ is open for $n \geq 1$.

This Proposition demonstrates that topological properties are closely connected with the algebraic ones for complete discrete valuation fields of characteristic 0 with residue field of characteristic $p$. This is not the case when $\text{char}(F) = p$.

(5.10). Finally, we deduce a multiplicative analog of the expansion in Proposition (5.2).

**Proposition (Hensel).** Let $F$ be a complete discrete valuation field. Let $R$ be a set of representatives and let $\pi_i$ be as in (5.2). Then for $\alpha \in F^*$ there exist uniquely determined $n \in \mathbb{Z}$, $\theta_i \in R$, $\theta_0 \in R^*$ for $i \geq 0$, such that $\alpha$ can be expanded in the convergent product

$$
\alpha = \pi^n \theta_0 \prod_{i \geq 1} (1 + \theta_i \pi_i).
$$

**Proof.** The existence and uniqueness of $n$ and $\theta_0$ immediately follow from Proposition (5.4). Assume that $\varepsilon \in U_m$, then, using Proposition (5.2), one can find $\theta_m \in R$ with $\varepsilon(1 + \theta_m \pi_m)^{-1} \in U_{m+1}$. Proceeding by induction, we obtain an expansion of $\alpha$ in a convergent product. If there are two such expansions $\prod (1 + \theta_i \pi_i) = \prod (1 + \theta'_i \pi_i)$, then the residues $\bar{\theta}_i$, $\bar{\theta}'_i$ coincide in $\overline{F}$. Thus, $\theta_i = \theta'_i$.

**Exercise.**

1. Keeping the hypotheses and notations of (5.7), assume that a primitive $p$th root $\zeta_p$ of unity is contained in $F^*$ and $\zeta_p = 1 + \text{rep}(\theta_1) \pi/(p - 1) + \ldots$ for some $\bar{\theta}_1 \in \overline{F}$. Show that $\overline{\theta}_0 = -\overline{\theta}_1^{p-1}$.

6. **The Group of Principal Units as a $\mathbb{Z}_p$-module**

We study $\mathbb{Z}_p$-structure of the group of principal units of a complete discrete valuation field $F$ with residue field $\overline{F}$ of characteristic $p > 0$ by using convergent series and results of the previous section. Everywhere in this section $F$ is a complete discrete valuation field with residue field of positive characteristic $p$.

(6.1). Propositions (5.6), (5.7) imply that $\varepsilon^{p^n} \to 1$ as $n \to +\infty$ for $\varepsilon \in U_1$. This enables us to write

$$
\varepsilon^a = \lim_{n \to \infty} \varepsilon^{a_n} \quad \text{if} \quad \lim_{n \to \infty} a_n = a \in \mathbb{Z}_p, \quad a_n \in \mathbb{Z}.
$$
Lemma. Let $\varepsilon \in U_1$, $a \in \mathbb{Z}_p$. Then $\varepsilon^a \in U_1$ is well defined and $\varepsilon^{a+b} = \varepsilon^a \varepsilon^b$, $\varepsilon^{ab} = (\varepsilon^a)^b$, $(\varepsilon \eta)^a = \varepsilon^a \eta^a$ for $\varepsilon, \eta \in U_1$, $a, b \in \mathbb{Z}_p$. The multiplicative group $U_1$ is a $\mathbb{Z}_p$-module under the operation of raising to a power. Moreover, the structure of the $\mathbb{Z}_p$-module $U_1$ is compatible with the topologies of $\mathbb{Z}_p$ and $U_1$.

Proof. Assume that $\lim a_n = \lim b_n$; hence $a_n - b_n \to 0$ as $n \to +\infty$ and $\lim \varepsilon^{a_n - b_n} = 1$. Propositions (5.6), (5.7) show that a map $\mathbb{Z}_p \times U_1 \to U_1 ((a, \varepsilon) \to \varepsilon^a)$ is continuous with respect to the $p$-adic topology on $\mathbb{Z}_p$ and the discrete valuation topology on $U_1$. This argument can be applied to verify the other assertions of the Lemma.

(6.2). Proposition. Let $F$ be of characteristic $p$ with perfect residue field. Let $R$ be a set of representatives, and let $R_0$ be a subset of it such that the residues of its elements in $T$ form a basis of $T$ as a vector space over $\mathbb{F}_p$. Let an index-set $J$ numerate the elements of $R_0$. Assume that $\pi_i$ are as in (5.2). Let $\nu_p$ be the $p$-adic valuation.

Then every element $\alpha \in U_1$ can be uniquely represented as a convergent product

$$\alpha = \prod_{(i,p)>0} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}}$$

where $\theta_j \in R_0$, $a_{ij} \in \mathbb{Z}_p$, and the sets $J_{i,c} = \{j \in J : \nu_p(a_{ij}) \leq c\}$ are finite for all $c \geq 0$, $(i,p) = 1$.

Proof. We first show that the element $\alpha$ can be written modulo $U_n$ for $n \geq 1$ in the desired form with $a_{ij} \in \mathbb{Z}$. Proceeding by induction, it will suffice to consider an element $\varepsilon \in U_n$ modulo $U_{n+1}$. Let $\varepsilon \equiv 1 + \theta \pi_n \mod U_{n+1}$, $\theta \in R$. If $(n,p) = 1$, then one can find $\theta_1, \ldots, \theta_m \in R_0$ and $b_1, \ldots, b_m \in \mathbb{Z}$ such that $1 + \theta \pi_n \equiv \prod_{k=1}^m (1 + \theta_k \pi_n)^{b_k} \mod U_{n+1}$ for some $m$. If $n = p^n n'$ with an integer $n'$, $(n',p) = 1$, then using the Corollary of (5.6), one can find $\theta_1, \ldots, \theta_m \in R_0$ and $b_1, \ldots, b_m \in \mathbb{Z}$ such that $1 + \theta \pi_n \equiv \prod_{k=1}^m (1 + \theta_k \pi_{n'})^{p^{n'} b_k} \mod U_{n+1}$ for some $m$. Now due to the continuity we get the desired expression for $\alpha \in U_1$ with the above conditions on the sets $J_{i,c}$.

Assume that there is a convergent product for $1 + \theta_j \pi_i$ with $\theta_j$, $a_{ij}$. Let $(i_0, p) = 1$ and $j_0 \in J$ be such that $n = p^{\nu_p(a_{i_0 j_0})} i_0 \leq p^{\nu_p(a_{i j})} i$ for all $(i, p) = 1$, $j \in J$. Then the choice of $R_0$ and (5.5), (5.6) imply $\prod (1 + \theta_j \pi_i)^{a_{ij}} \not\in U_{n+1}$, which concludes the proof.

Corollary. The group $U_1$ has a free topological basis $1 + \theta_j \pi_i$ where where $\theta_j \in R_0$, $(i, p) = 1$ (for the definition of a topological basis see Exercise 2).
(6.3). For subsequent consideration, we return to the horizontal homomorphism
\[
\psi: \mathbb{F} \to \overline{\mathbb{F}}, \quad \overline{\alpha} \mapsto \overline{\alpha^n} + \overline{\theta_0\overline{\alpha}}
\]
of case (2) in Proposition (5.7). Suppose that a primitive \( p \)th root of unity \( \zeta_p \) belongs to \( F \) and \( \zeta_p \equiv 1 + \text{rep}(\theta_1) \pi e/(p-1) \mod \pi e/(p-1)^{e+1} \) \((\psi(\zeta_p) = e/(p-1) \) according to Proposition (5.7)). As \( \theta_1 \in \ker \psi \), we conclude that \( \psi(\overline{\alpha}) = \overline{\theta_1}(\eta^p - \eta) \) where \( \eta = \overline{\pi \theta_1^{-1}} \). The homomorphism \( \eta \mapsto \eta^p - \eta \) is usually denoted by \( \varphi \). In this terminology we get \( \psi(\mathbb{F}) = \overline{\theta_1} \varphi(\mathbb{F}) \). Note that the theory of Artin–Schreier extensions sets a correspondence between abelian extensions of exponent \( p \) and subgroups of \( \mathbb{F}/\varphi(\mathbb{F}) \) (see Exercise 6 section 5 Ch. V and [La1, Ch. VIII]). In particular, if \( F \) is finite, then the cardinalities of the kernel of \( \psi \) and of the cokernel of \( \psi \) coincide. In this simple case \( \psi(\mathbb{F}) = \mathbb{F} \) if and only if there is no nontrivial \( p \)-torsion in \( F^* \), and \( \psi(\mathbb{F}) \) is of index \( p \) if and only if \( \zeta_p \in F^* \) (see (5.7)). The homomorphism \( \varphi \) will play an important role in class field theory.

More generally, if instead of \( \pi^n \) we use \( \pi_i \) as in (5.2), then we can describe raising to the \( p \)th power in a similar way. Suppose that \( e/(p-1) \in \mathbb{Z} \). Let \( \pi_i^{p} = \eta_1 \pi e/(p-1) \) with \( \eta_1 \in \mathbb{O} \). Then raising to the \( p \)th power in case (2) is described by
\[
\psi: \overline{\alpha} \mapsto \overline{\eta_1 \theta_1 \psi(\overline{\alpha \theta_1^{-1}})}.
\]

(6.4). Proposition. Let \( F \) be of characteristic \( 0 \) with perfect residue field of characteristic \( p \). Let \( \pi_i \) be as in (5.2). If \( e = v(p) \) is divisible by \( p - 1 \), let \( \psi: \mathbb{F} \to \overline{\mathbb{F}} \) be the map introduced in (6.3).

Let \( R \) be a set of representatives and let \( R_0 \) (resp. \( R'_0 \)) be a subset of it such that the residues of its elements in \( \overline{\mathbb{F}} \) form a basis of \( \overline{\mathbb{F}} \) as a vector space over \( \mathbb{F}_p \) (resp. are generators of \( \mathbb{F}/\psi(\mathbb{F}) \)). Let the index-set \( J \) (resp. \( J' \)) numerate the elements of \( R_0 \) (resp. \( R'_0 \)). Let
\[
I = \{ i : i \in \mathbb{Z}, 1 \leq i < pe/(p-1), (i, p) = 1 \}.
\]

Let \( v_p \) be the \( p \)-adic valuation.

Then every element \( \alpha \in U_1 \) can be represented as a convergent product
\[
\alpha = \prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}} \prod_{j \in J'} (1 + \eta_j \pi e/(p-1))^{a_j}
\]
where \( \theta_j \in R_0, \eta_j \in R'_0, a_{ij}, a_j \in \mathbb{Z}_p \) (the second product occurs when \( e/(p-1) \) is an integer) and the sets
\[
J_{i,c} = \{ j \in J : v_p(a_{ij}) \leq c \}, \quad J'_c = \{ j \in J' : v_p(a_j) \leq c \}
\]
are finite for all \( c \geq 0, \ i \in I \).

Proof. We shall show how to obtain the required form for \( \varepsilon \in U_n \) modulo \( U_{n+1} \). Put \( \pi_n = \pi^n \) for \( n = pe/(p-1) \). Let \( \varepsilon = 1 + \theta \pi_n \mod U_{n+1}, \ \theta \in R \). There are four cases to consider:
1. Complete Discrete Valuation Fields

(1) $n \in I$. One can find $\theta_1, \ldots, \theta_m \in R_0$ and $b_1, \ldots, b_m \in \mathbb{Z}$ satisfying the congruence $1 + \theta \pi_n \equiv \prod_{k=1}^{m} (1 + \theta_k \pi_n)^{b_k} \mod U_{n+1}$ for some $m$.

(2) $n < pe/(p - 1)$, $n = p^s n'$ with $n' \in I$. Corollary 1 in (5.8) and (5.5) show that there exist $\theta_1, \ldots, \theta_m \in R_0$, $b_1, \ldots, b_m \in \mathbb{Z}$ such that

$$1 + \theta \pi_n \equiv \prod_{k=1}^{m} (1 + \theta_k \pi_n)^{p^s b_k} \mod U_{n+1} \text{ for some } m.$$ 

(3) $e/(p - 1) \in \mathbb{Z}$, $n = pe/(p - 1)$. Proposition (5.7) and (5.5) and the definition of $R_0$ imply that if $n = p^s n'$ with $n' \in I$, then there exist $\theta_1, \ldots, \theta_m \in R_0$, $\eta_1, \ldots, \eta_r \in R_0$, $b_1, \ldots, b_m$, $c_1, \ldots, c_r \in \mathbb{Z}$ such that

$$1 + \theta \pi_n \equiv \prod_{k=1}^{m} (1 + \theta_k \pi_n)^{p^s b_k} \prod_{l=1}^{r} (1 + \eta_l \pi_n)^{c_l} \mod U_{n+1} \text{ for some } m, r.$$ 

(4) $n > pe/(p - 1)$. Proposition (5.7) and Corollary 1 in (5.8) imply that if $d = \min\{d : n - de \leq pe/(p - 1)\}$ and $n' = n - de$, then

$$1 + \theta \pi_n \equiv (1 + \theta' \pi_{n'})^{p^d} \mod U_{n+1} \text{ for some } \theta' \in R.$$ 

Now applying the arguments of the preceding cases to $1 + \theta' \pi_{n'}$, we can write $1 + \theta \pi_n \mod U_{n+1}$ in the required form.

(6.5). From Proposition (5.7) we deduce that $F$ contains finitely many roots of unity of order a power of $p$.

Corollary. Let $F$ be of characteristic 0 with perfect residue field of characteristic $p$.

(1) If $F$ does not contain nontrivial $p$th roots of unity then the representation in Proposition (6.4) is unique. Therefore the elements of Proposition (6.4) form a topological basis of $U_{1,F}$.

(2) If $F$ contains a nontrivial $p$th root of unity let $r$ be the maximal integer such that $F$ contains a primitive $p^r$th root of unity. Then the numbers $a_{ij}, a_j$ of Proposition (6.4) are determined uniquely modulo $p^r$. Therefore the elements of Proposition (6.4) form a topological basis of $U_{1,F}/U_{1,F}^{p^r}$.

(3) If the residue field of $F$ is finite then $U_1$ is the direct sum of a free $\mathbb{Z}_p$-module of rank $ef$ and the torsion part.

Proof. (1) All horizontal homomorphisms of the diagrams in Proposition (5.7) are injective when $\zeta_p \notin F$. Repeating the arguments for uniqueness from the proof of Proposition (6.2), we get the first assertion of the Corollary.

(2) We can argue by induction on $r$ and explain the induction step. Write a primitive $p^r$th root $\zeta_{p^r}$ in the form of Proposition (6.4)

$$\zeta_{p^r} = \prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{c_{ij}} \prod_{j \in J'} (1 + \eta_j \pi_{pe/(p-1)})^{c_j}.$$
6. The Group of Principal Units as a \( \mathbb{Z}_p \)-module

and raise the expression to the \( p^r \) th power which demonstrates the non-uniqueness of
the expansion in Proposition (6.4).

Now if

\[
1 = \prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}} \prod_{j \in J'} (1 + \eta_j \pi_{pe/(p-1)})^{a_j}
\]

then by the same argument as in the proof of Proposition (6.2) we deduce that
\( a_{ij} = pb_{ij}, a_j = pb_j \) with \( p \)-adic integers \( b_{ij}, b_j \). Then

\[
\prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{b_{ij}} \prod_{j \in J'} (1 + \eta_j \pi_{pe/(p-1)})^{b_j}
\]

is a \( p \) th root of unity, and so is equal to

\[
(\prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{c_{ij}} \prod_{j \in J'} (1 + \eta_j \pi_{pe/(p-1)})^{c_j})^{p^{-1}c}
\]

for some integer \( c \). Now by the induction assumption all \( b_{ij} - p^{r-1}cc_{ij}, b_j - p^{r-1}cc_j \)
are divisible by \( p^{r-1} \). Thus, all \( a_{ij}, a_j \) are divisible by \( p^r \).

(3) If the residue field of \( F \) is finite then \( U_1 \) is a module of finite type over the
principal ideal domain \( \mathbb{Z}_p \). Note that the group \( \wp(\overline{F}) \) is of index \( p \) in \( \overline{F} \)
because \( \overline{F} \) is finite (see (6.3)).

Finally the cardinality of \( I \) is equal to \( e = [pe/(p-1)] - [[pe/(p-1)]/p] \). \( \square \)

Exercises.

1. Let \( B \) be a set of elements of \( U_1 \) such that the subset \( B \cap (U_n \setminus U_{n+1}) \) is finite for every
\( n \). Show that the product \( \prod_{\alpha \in B} \alpha \) converges.

2. Let \( A \) be a \( \mathbb{Z}_p \)-module endowed with a topology compatible with the structure of the
module and the \( p \)-adic topology of \( \mathbb{Z}_p \). A set \( \{a_i\}_{i \in I} \) of elements of \( A \) is called a set of
topological generators of \( A \) if every element of \( A \) is a limit of a convergent sequence of
elements of the submodule of \( A \) generated by this set. A set of topological generators is
called a topological basis if for every \( j \in I \) and every non-zero \( c \in \mathbb{Z}_p \) the element \( ca_j \)
is not a limit of a convergent sequence of elements of the submodule of \( A \) generated by
\( \{a_i : i \neq j\} \).

Show that the elements indicated in Proposition (6.2) and (6.4) form a set of topological
generators of \( U_1 \) with respect to the topology induced by the discrete valuation. Show that
if the \( p \)-torsion of \( F^* \) consists of one element then those elements form a topological basis of
\( U_1 \).

3. Assume that a primitive \( p^r \) th root \( \zeta_{p^r} \) of unity belongs to a set of topological generators
\( \alpha_i \) of \( U_1 \) as in Proposition (6.4) by replacing one of appropriate elements of the set of
generators indicated there, if necessary. By studying the unit \( (1 + \theta \pi_i)^{p^r} + l \) relatively
prime to \( p \) show that \( U_1 \) is a direct sum of its torsion part and the submodule topologically
generated by \( \{\alpha_i : \alpha_i \neq \zeta_{p^r}\} \) and these elements form a topological basis of the latter
submodule.
7. Set of Multiplicative Representatives

We maintain the notations and hypotheses of section 5; \( F \) is a complete discrete valuation field. We shall introduce a special set \( \mathcal{R} \) of multiplicative representatives which is closed with respect to multiplication. We will describe coefficients of the sum and product of convergent power series with multiplicative representatives.

(7.1). Assume that \( \text{char}(\mathcal{O}) = p > 0 \).

Let \( a \in \mathcal{O} \). An element \( \alpha \in \mathcal{O} \) is said to be a multiplicative representative (Teichm"uller representative) of \( a \) if \( \overline{\alpha} = a \) and \( \alpha \in \bigcap_{m \geq 0} F^{p^m} \). This definition is justified by the following Proposition.

**Proposition.** An element \( a \in F \) has a multiplicative representative if and only if \( a \in \bigcap_{m \geq 0} F^{p^m} \). A multiplicative representative for such \( a \) is unique. If \( a \) and \( b \) have the multiplicative representatives \( \alpha \) and \( \beta \), then \( \alpha \beta \) is the multiplicative representative of \( ab \).

**Proof.** We need the following Lemma.

(7.2). **Lemma.** Let \( \alpha, \beta \in \mathcal{O} \) and \( v(\alpha - \beta) \geq m, \ m > 0 \). Then \( v(p^{m} - \beta^{m}) \geq n + m \).

**Proof.** Put \( \alpha = \beta + \pi^{m} \gamma \); then \( \alpha^{p} = \beta^{p} + p\beta^{p-1} \pi^{m} \gamma + \cdots + p^{m} \gamma p^{m-1} \pi^{m} \gamma + \cdots = p^{m} \pi^{m} \gamma p^{m-1} + \pi^{m} \gamma p^{m} \), and as \( v(p) \geq 1 \) (recall \( \text{char}(\mathcal{O}) = p \)), we have \( v(p^{m} \pi^{m} \gamma p^{m-1}) \geq m + 1 \). Now the required assertion follows by induction. \( \square \)

To prove the first assertion of the Proposition, suppose that \( a \in \bigcap_{m \geq 0} F^{p^m} \). Since \( \mathcal{O} \) has no nontrivial \( p \)-torsion, there exist unique elements \( a_{m} \in \mathcal{O} \) satisfying the equations \( a_{p^m} = a \). Let \( \beta_{m} \in \mathcal{O} \) be such that \( \overline{\beta_{m}} = a_{m} \). Then \( \overline{\beta_{m+1}} = \beta_{m} \) and \( v(\beta_{m+1} - \beta_{m}) \geq 1 \). Lemma (7.2) implies \( v(\beta_{m+1}^{p} - \beta_{m}^{p}) \geq n + 1 \). Hence, the sequence \( (\beta_{m}^{p})_{m \geq n} \) is Cauchy. It has the limit \( \alpha_{n} = \lim_{m \to \infty} \beta_{m+n}^{p} \). We see that \( \alpha_{0} = \alpha_{0} \) for \( n = 0 \) and \( \overline{\alpha_{0}} = \beta_{0} \), i.e., \( \alpha_{0} \) is a multiplicative representative of \( a \). Conversely, if \( a \in F \) has a multiplicative representative \( \alpha \), then \( \overline{\alpha} \in \bigcap_{m \geq 0} F^{p^m} \).

Furthermore, if \( \alpha \) and \( \beta \) are multiplicative representatives of \( a \) and \( b \), then writing \( \alpha = \alpha_{m}^{p}, \beta = \beta_{m}^{p} \) for some \( \alpha_{m}, \beta_{m} \in \mathcal{O} \), we have \( \overline{\alpha_{m}^{p}} = \overline{\beta_{m}^{p}} \) and \( \overline{\alpha_{m}} = \overline{\beta_{m}} \), because of the injectivity of \( \uparrow p^{m} \) in \( F \). Now Lemma (7.2) implies \( v(\alpha - \beta) \geq m + 1 \), hence \( \alpha = \beta \).

Finally, if \( \alpha \) and \( \beta \) are the multiplicative representatives of \( a \) and \( b \), then \( \overline{\alpha \beta} = ab \) and \( \alpha \beta \in \bigcap_{m \geq 0} F^{p^m} \). Therefore, \( \alpha \beta \) is the multiplicative representative of \( ab \). \( \square \)
(7.3) Denote the set of multiplicative representatives in $\mathcal{O}$ by $\mathcal{R}$.

**Corollary 1.** If $\mathbb{F}$ is perfect (i.e. $F$ is a local field) then every element of $\mathbb{F}$ has its multiplicative representative in $\mathcal{R}$. The map $r: \mathbb{F} \to \mathcal{R}$ induces an isomorphism $\mathbb{F}^* \rightarrow \mathcal{R} \setminus \{0\}$. The correspondence $r: \mathbb{F} \to \mathcal{R}$ is called the Teichmüller map.

If $\mathbb{F}$ is finite then $\mathcal{R} \setminus \{0\}$ is a cyclic group of order equal to $|\mathbb{F}| - 1$.

**Corollary 2.** Let $\text{char}(F) = p$. If $\alpha, \beta$ are the multiplicative representatives of $a, b \in \mathbb{F}$, then $\alpha + \beta$ is the multiplicative representative of $a + b$.

**Proof.** Let $\alpha = \alpha_{m}^{\theta}$, $\beta = \beta_{m}^{\pi}$. Then $\alpha + \beta = (\alpha_{m} + \beta_{m})^{\pi}$, hence $\alpha + \beta \in \cap_{m \geq 0} F^{p_{m}}$ and $\overline{\alpha + \beta} = a + b$. $\square$

(7.4) Now we focus our attention exclusively on the case where $\text{char}(F) = 0$ and $\text{char}(\overline{F}) = p$. Suppose that we have two elements $\alpha, \beta \in \mathcal{O}$, and $(\pi)$ is a prime element

$$\alpha = \sum_{i \geq 0} \theta_{i} \pi^{i}, \quad \beta = \sum_{i \geq 0} \eta_{i} \pi^{i},$$

with $\theta_{i}, \eta_{i} \in \mathcal{R}$. Suppose also that $\alpha + \beta$ and $\alpha \beta$ are written in the form

$$\alpha + \beta = \sum_{i \geq 0} \rho_{i}^{(+) \pi^{i}}, \quad \alpha \beta = \sum_{i \geq 0} \rho_{i}^{(\times) \pi^{i}},$$

and $\rho_{i}^{(+)}, \rho_{i}^{(\times)} \in \mathcal{R}$.

Corollary (5.2) implies that $\rho_{i}^{(+)}, \rho_{i}^{(\times)}$ are uniquely determined by $\theta_{i}, \eta_{i}$. Our intention is to reveal the dependence of $\rho_{n}^{(+)}$, $\rho_{n}^{(\times)}$ on $\theta_{i}, \eta_{i}$, $i \leq n$. In order to obtain a polynomial relation we introduce elements $\theta_{i} = \varepsilon_{i}^{p_{n-1}}, \eta_{i} = \xi_{i}^{p_{n-1}}, \rho_{i}^{(+)} = \lambda_{i}^{(+)p_{n-1}}$ for $\varepsilon_{i}, \xi_{i}, \lambda_{i}^{(\times)} \in \mathcal{R}$ and $* = +$ or $* = \times$, $i \geq 0$.

Then we deduce that

$$\sum_{i=0}^{n} \pi^{i} \varepsilon_{i}^{p_{n-1}} \ast (\sum_{i=0}^{n} \pi^{i} \xi_{i}^{p_{n-1}}) \equiv \sum_{i=0}^{n} \pi^{i} \lambda_{i}^{(+)p_{n-1}} \mod \pi^{n+1}, \quad (*)$$

for $* = +$ or $* = \times$. We see that if the residues $\pi_{i}, \zeta_{i}$ for $0 \leq i \leq n$ and $\lambda_{i}^{(\times)}$ for $0 \leq i \leq n - 1$ are known, then by using Lemma (7.2) we can calculate $\pi^{i} \varepsilon_{i}^{p_{n-1}}, \pi^{i} \xi_{i}^{p_{n-1}}, \pi^{i} \lambda_{i}^{p_{n-1}} \mod \pi^{n+1}$. Hence, $\lambda_{n}^{(\times)}$ are uniquely determined from $(*)$.

(7.5) Let $A = \mathbb{Z}[X_{0}, X_{1}, \ldots, Y_{0}, Y_{1}, \ldots]$ be the ring of polynomials in variables $X_{0}, X_{1}, \ldots, Y_{0}, Y_{1}, \ldots$ with coefficients from $\mathbb{Z}$. Introduce polynomials

$$W_{n}(X_{0}, \ldots, X_{n}) = \sum_{i=0}^{n} p^{i} X_{i}^{p_{n-1}}, \quad n \geq 0.$$

In particular, $W_{0}(X_{0}) = X_{0}$, $W_{1}(X_{0}, X_{1}) = X_{0}^{p} + pX_{1}$. 
PROPOSITION. There exist unique polynomials
\[ \omega_n^{(s)}(X_0, \ldots, X_n, Y_0, \ldots, Y_n) \in A, \ n \geq 0 \]
satisfying the equations
\[ W_n(X_0, \ldots, X_n) + W_n(Y_0, \ldots, Y_n) = W_n(\omega_0^{(s)}, \ldots, \omega_n^{(s)}) \]
for \( n \geq 0 \), where \( * = + \) or \( * = \times \). Moreover, the polynomial
\[ \omega_n^{(s)}(X_0, \ldots, X_n, Y_0, \ldots, Y_n)^p - \omega_n^{(s)}(X_0^p, \ldots, X_n^p, Y_0^p, \ldots, Y_n^p) \]
belongs to \( pA \).

Proof. We get
\[
\begin{align*}
\omega_0^{(s)} &= X_0 + Y_0, \\
\omega_1^{(s)} &= X_1 + Y_1 + (X_0^p + Y_0^p - (X_0 + Y_0)^p)/p, \\
\omega_0^{(s)} &= X_0 Y_0, \\
\omega_1^{(s)} &= X_1 Y_0^p + Y_1 X_0^p + pX_1 Y_1, \\
&\quad \ldots
\end{align*}
\]
Assume now that \( \omega_i^{(s)} \in A \) for \( 0 \leq i \leq n - 1 \) and proceed by induction. Then for a suitable polynomial \( f \in A \) we get
\[
\begin{align*}
\pi^n \omega_n^{(s)} &= W_{n-1}(X_0^p, \ldots, X_{n-1}^p) + W_{n-1}(Y_0^p, \ldots, Y_{n-1}^p) \\
&\quad - W_{n-1}(\omega_0^{(s)}, \ldots, \omega_{n-1}^{(s)}) + p^n f
\end{align*}
\]
We get \( g(X_0, Y_0, \ldots)^p - g(X_0^p, Y_0^p, \ldots) \in pA \) for \( g \in A \). We also deduce that for \( m \geq 0 \)
\[ g(X_0, Y_0, \ldots)^{p^m} - g(X_0^p, Y_0^p, \ldots)^{p^{m-1}} \in p^mA. \]
One obtains immediately that
\[ W_{n-1}(\omega_0^{(s)p}, \ldots, \omega_{n-1}^{(s)p}) - W_{n-1}(\omega_0^{(s)}(X_0^p, Y_0^p), \ldots, \omega_{n-1}^{(s)}(X_0^p, \ldots, Y_n^p)) \in p^nA. \]
From
\[ W_{n-1}(X_0^p, \ldots, X_n^p) + W_{n-1}(Y_0^p, \ldots, Y_n^p) = W_{n-1}(\omega_0^{(s)}(X_0^p, Y_0^p), \ldots, \omega_{n-1}^{(s)}(X_0^p, \ldots, Y_n^p)) \]
using \((**)\) we conclude that \( \omega_n^{(s)} \in A \). The last assertion of the Proposition is evident.

(7.6). We now return to the original problem to find an expression for \( \rho_i^{(s)} \) in the partial case of \( \pi = p \) (the general case can be handled in a similar way).

PROPOSITION. Let \( (\sum \theta_i p^i) * (\sum \eta_i p^i) = \sum \rho_i^{(s)} p^i \) with \( \theta_i, \eta_i, \rho_i^{(s)} \in \mathbb{R} \) and \( * = + \) or \( * = \times \). Then
\[ \rho_i^{(s)} = \omega_i^{(s)}(\theta_0^{p^{-i}}, \theta_1^{p^{-i}}, \ldots, \theta_i, \eta_0^{p^{-i}}, \eta_1^{p^{-i}}, \ldots, \eta_i) \mod p, \ i \geq 0, \]
where \( \omega_i^{(s)} \) are defined in (7.5).

**Proof.** Assume that the assertion of the Proposition holds for \( i \leq n - 1 \). Using notations of (7.4) this means that

\[
\lambda_i^{(s)} p^{n-i} = \omega_i^{(s)} (\varepsilon_0, \ldots, \varepsilon_i, \xi_0, \ldots, \xi_i) \mod p, \quad i \leq n - 1.
\]

From Proposition (7.5) we obtain that for \( i \leq n - 1 \)

\[
\omega_i^{(s)} (\varepsilon_0, \ldots, \varepsilon_i, \xi_0, \ldots, \xi_i) \equiv \omega_i^{(s)} (\varepsilon_0, \ldots, \varepsilon_i, \xi_0, \ldots, \xi_i) \mod p.
\]

Hence

\[
\lambda_i^{(s)} \equiv \omega_i^{(s)} (\varepsilon_0, \ldots, \varepsilon_i, \xi_0, \ldots, \xi_i) \mod p, \quad i \leq n - 1.
\]

By Lemma (7.2) we have

\[
p^i \lambda_i^{(s)} p^{n-i} \equiv p^i \omega_i^{(s)} (\varepsilon_0, \ldots, \varepsilon_i, \xi_0, \ldots, \xi_i) p^{n-i} \mod p^{n+1}, \quad i \leq n - 1.
\]

The congruence \((*)\) for \( \pi = p \) can be rewritten as

\[
W_n (\lambda_0^{(s)}, \ldots, \lambda_n^{(s)}) \equiv W_n (\varepsilon_0, \ldots, \varepsilon_n) \ast W_n (\xi_0, \ldots, \xi_n) \mod p^{n+1}.
\]

We conclude that

\[
p^n \lambda_n^{(s)} \equiv p^n \omega_n^{(s)} (\varepsilon_0, \ldots, \varepsilon_n, \xi_0, \ldots, \xi_n) \mod p^{n+1}
\]

which implies the assertion.

---

**Corollary 1.** Let \((\sum \theta_i p_i)^* (\sum \eta_i p_i)\) with \( \theta_i, \eta_i, \rho_i^{(s)} \in \mathbb{R}, \) \( \ast = + \) or \( \ast = \times \). Then

\[
\rho_i^{(s)} \equiv \omega_i^{(s)} (\theta_0, \ldots, \theta_i, \eta_0, \ldots, \eta_i) \mod p.
\]

**Proof.** In fact, this has already been shown in the proof of the Proposition.

---

**Corollary 2.** \((\sum \theta_i p_i)^* (\sum \eta_i p_i) = \sum \rho_i^{(s)} p_i \).

**Proof.** This follows immediately from the Proposition and the last assertion of Proposition (7.5).

---

**Exercises.**

1. Let \( W_n (X_1, \ldots, X_n) = \sum_{m|n} m X_m^{n/m} \). Show that the polynomials

\[
\Omega_n^{(s)} \in \mathbb{Q} [X_1, \ldots, X_n, Y_1, \ldots, Y_n],
\]

which are defined via \( W_n \) in the same manner as the \( \omega_n^{(s)} \) are defined via the \( W_n \) in the text above, have integer coefficients.
2. Let $F$ be a complete discrete valuation field with perfect residue field, $\text{char}(F) = 0$, $\text{char}(\overline{F}) = p$. Let $\pi$ be a prime element in $F$. In the notation of (6.4) show that
\[ a) \quad \text{If } e < i < pe/(p-1), \text{ then } \theta \in \mathbb{R} \text{ there exists } \theta' \in \mathbb{R} \text{ for satisfying the congruence } \\
\quad 1 + \theta \pi^i \equiv 1 + \theta' \pi^{p(i-e)} \mod U_{i+1}^p \]
\[ b) \quad \text{Proposition (6.4) holds if the set } I \text{ is replaced by the set } I' = \{i : i \in \mathbb{Z}, 1 \leq i \leq e\}, \\
\quad R = \mathbb{R} \text{ and } \pi_i \text{ by } \pi^i. \]
\[ c) \quad \text{Proposition (6.4) does not hold in general if } I \text{ is replaced by } I' \text{ but } \pi_i \text{ are not replaced} \]
\[ \text{by } \pi^i. \]

8. The Witt Ring

Closely related to the constructions of the previous section is the notion of Witt vectors. Witt vectors over a perfect field $K$ of positive characteristic form the ring of integers of a local field with prime element $p$ and residue field $K$.

(8.1) Let $B$ be an arbitrary commutative ring with unity. Let the polynomials
\[ W_n(X_0, \ldots, X_n) = \sum_{i=0}^{n} p^i X_i^{p^i - i}, \quad n \geq 0 \]
over $B$ be the images of the polynomials $W_n \in \mathbb{Z}[X_0, \ldots, X_n]$ defined in (7.5) under the natural homomorphism $\mathbb{Z} \to B$. For $(a_i)_{i \geq 0}$, put
\[ (a^{(i)}) = (W_0(a_0), W_1(a_0, a_1), \ldots) \in (A)^{+\infty}, \]
see (5.1). The sequences $(a_i) \in (B)^{+\infty}$ are called Witt vectors (or, more generally, $p$-Witt vectors), and the $a^{(i)}$ for $i \geq 0$ are called the ghost components of the Witt vector $(a_i)$.

The map $(a_i) \mapsto (a^{(i)})$ is a bijection of $(B)^{+\infty}$ onto $(B)^{+\infty}$ if $p$ is invertible in $B$.

Transfer the ring structure of $(a^{(i)}) \in (B)^{+\infty}$ under the natural componentwise addition and multiplication on $(a_i) \in (B)^{+\infty}$. Then for $(a_i), (b_i) \in (B)^{+\infty}$ we get
\[ (a_i) * (b_i) = (\omega_0^{(s)}(a_0, b_0), \omega_1^{(s)}(a_0, a_1, b_0, b_1), \ldots) \]
for $* = +$ or $* = \times$, where the polynomial $\omega_i^{(s)}$ is the image of the polynomial $\omega_i^{(s)} \in \mathbb{Z}[X_0, X_1, \ldots, Y_0, Y_1, \ldots] \to \mathbb{Z}[X_0, X_1, \ldots, Y_0, Y_1, \ldots]$ under the canonical homomorphism $\mathbb{Z} \to B$.

If $p$ is invertible in $B$, then the set of Witt vectors is clearly a commutative ring under the operations defined above. In the general case, when $p$ is not invertible in $B$, the property of the set $(B)^{+\infty}$ of being a commutative ring under the operations $+, \times$ defined above can be expressed via certain equations for the coefficients of the polynomials $\omega_i^{(s)} \in B[X_0, X_1, \ldots, Y_0, Y_1, \ldots]$. This implies that if a ring $B$ satisfies these conditions, then the same is true for a subring, quotient ring and the polynomials
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ring. Since every ring can be obtained in this way from a ring \( B \) in which \( p \) is invertible, one deduces that under the image in \( B \) of the above defined operations for \( B \) the set \((B)_{0}^{\infty}\) is a commutative ring with the unity \((1, 0, 0, \ldots)\). This ring is called the Witt ring of \( B \) and is denoted by \( W(B) \). It is easy to verify that if \( B \) is an integer domain, then \( W(B) \) is an integer domain as well.

(8.2). Assume from now on that \( p = 0 \) in \( B \).

Lemma. Define the maps \( r_{0}: B \rightarrow W(B), V: W(B) \rightarrow W(B) \) (the “Verschiebung” map), \( F: W(B) \rightarrow W(B) \) (the “Frobenius” map) by the formulas

\[
\begin{align*}
r_{0}(a) &= (a, 0, 0, \ldots) \in W(B), \\
V(a_0, a_1, \ldots) &= (0, a_0, a_1, \ldots), \\
F(a_0, a_1, \ldots) &= (a_0^p, a_1^p, \ldots).
\end{align*}
\]

Then

\[
\begin{align*}
r_{0}(ab) &= r_{0}(a)r_{0}(b), \\
F(\alpha + \beta) &= F(\alpha) + F(\beta), \\
F(\alpha \beta) &= F(\alpha)F(\beta), \\
V(\alpha + \beta) &= V(\alpha) + V(\beta), \\
VF(\alpha) &= FV(\alpha) = p\alpha
\end{align*}
\]

for \( \alpha, \beta \in W(B) \).

Proof. All these properties can be deduced from properties of \( \omega_{\frac{\alpha}{p}} \).

The map \( F - \text{id} \) is often denoted by \( \wp: W(B) \rightarrow W(B) \).

Put \( W_{n}(B) = W(B)/V^{n}W(B) \). This is a ring consisting of finite sequences \((a_0, \ldots, a_{n-1})\).

(8.3). The following assertion is of great importance, since it provides a construction of a local field of characteristic zero with prime element \( p \) and given perfect residue field \( K \).

Proposition. Let \( K \) be a perfect field of characteristic \( p \). For a Witt vector \( \alpha = (a_0, a_1, \ldots) \in W(K) \) put

\[
\nu(\alpha) = \min\{i : a_i \neq 0\} \quad \text{if} \quad \alpha \neq 0, \quad \nu(0) = +\infty.
\]

Let \( F_{0} \) be the field of fractions of \( W(K) \) and \( v: F_{0}^{*} \rightarrow \mathbb{Z} \) the extension of \( v \) from \( W(K) \) ( \( v(\alpha \beta^{-1}) = v(\alpha) - v(\beta) \)).

Then \( v \) is a discrete valuation field on \( F_{0} \) and \( F_{0} \) is a complete discrete valuation field of characteristic \( 0 \) with ring of integers \( W(K) \) and residue field isomorphic to \( K \). The set of multiplicative representatives in \( F_{0} \) coincides with \( r_{0}(K) \) and the map \( r_{0} \) with the Teichmüller map \( K \rightarrow W(K) \).
Proof. If \( \alpha = (0, \ldots, 0, \ldots) \) and \( \beta = (0, \ldots, 0, \ldots) \), then using the properties of the polynomials \( \omega_i^{(s)} \), we get

\[
\alpha + \beta = (0, \ldots, 0, \ldots), \quad \alpha \beta = (0, \ldots, 0, \ldots)
\]

with \( l \geq \min(m, n) \). Hence, the extension of \( v \) to \( F_0 \) is a discrete valuation.

We also obtain that \( W(K) \) is complete with respect to \( v \), and if \( v(\alpha) = 0 \) for \( \alpha \in W(K) \), then \( \alpha^{-1} \in W(K) \). Consequently, \( v(\alpha) \geq v(\beta) \) for \( \alpha, \beta \in W(K) \) implies \( \alpha \beta^{-1} \in W(K) \), i.e., the ring of integers coincides with \( W(K) \) and \( F_0 \) is complete. The maximal ideal of \( W(K) \) is \( \mathfrak{v}W(K) \) and the residue field is isomorphic to \( K \).

Finally, \( r_0(K) = \cap_{n \geq 0} F_{p^n} \), and hence, using Proposition (7.1), we complete the proof. \( \square \)

Remark. The notion of Witt vectors and Proposition (8.3) can be generalized to ramified Witt vectors by replacing \( p \) with \( \pi \) (see [Dr2], [Haz4]).

Exercises.

1. Can the maps \( V, F, r_0 \) (with properties similar to (8.2)) be defined for a ring with \( p \neq 0 \)?
2. Show that \( V \) and \( F \) are injective in \( W(K) \) if \( K \) is a field of characteristic \( p \).
3. Show that \( F \) is an automorphism of \( W(K) \) if \( K \) is a perfect field of characteristic \( p \).
4. Show that \( W(F_p) \cong \mathbb{Z}_p \), \( W_n(F_p) \cong \mathbb{Z}/p^n\mathbb{Z} \).
5. Show that \( r_0(\alpha)(b_0, b_1, \ldots) = (ab_0, a^p b_1, \ldots) \).
6. Let \( K \) be a field of characteristic \( p \). Show that \( \phi: W(K) \to W(K) \) is a ring homomorphism and \( \ker(\phi) = W(F_p) \).
7. a) Let \( \Omega^{(s)}_n \) be the polynomials defined in Exercise 1 of section 7. Show that one can introduce a big Witt ring \( W_b(B) \) by these polynomials.
   b) Show that the canonical map

\[
(a_1, a_2, \ldots) \in W_b(B) \to (a_1, a_p, a_{p^2}, \ldots) \in W(B)
\]

is a surjective ring homomorphism.
9. Artin–Hasse Maps

This section introduces several Artin–Hasse maps which can be viewed as a generalization of the exponential map; for a more advanced generalization see section 2 Ch. VI. In section (9.1) we define an Artin–Hasse function which is not additive; in section (9.2) we introduce its modification which is a group homomorphism from Witt vectors over $B$ to formal power series in $1 + XB[[X]]$; for a local field $F$ section (9.3) presents another modification which is a group homomorphism from $W(F)$ to $1 + XO[[X]]$.

(9.1). The exponential map relates the additive and multiplicative structures. In the case of a complete discrete valuation field of characteristic zero $\exp: M^n \to 1 + M^n$ is an isomorphism for large $n$ (see (1.4) of Ch. VI). We are interested in modifications of $\exp$ so that the new map is defined on the whole $M$.

Introduce the formal power series

$$E(X) = \exp\left(\sum_{i \geq 0} \frac{X^{p^i}}{p^i}\right),$$

called the Artin–Hasse function (in fact, E. Artin and H. Hasse worked with $1/E(X)$, see [AH2]). Considering $\mathbb{Z}$ as a subring of $\mathbb{Z}_p$, we use the notation

$$\mathbb{Z}_{(p)} = \mathbb{Q} \cap \mathbb{Z}_p = \left\{ \frac{m}{n} : m, n \in \mathbb{Z}, (n, p) = 1 \right\}.$$  

LEMMA. $E(X) = \prod_{(i, p) \neq 1}(1 - X^i)^{-\mu(i)/i} \in \mathbb{Z}_{(p)}[[X]]$, and $E(X) \equiv 1 + X \bmod X^2$, where $\mu$ is the Möbius function ($-\mu(i)/i$ is viewed as an element of $\mathbb{Z}_p$, see (6.1)).

Proof. Put $\lambda(X) = \sum_{i \geq 0} X^{p^i}/p^i \in 1 + X\mathbb{Q}[[X]]$. Then it is easy to verify that

$$\log(1 - X) = -\sum_{(i, p) \neq 1} \frac{1}{i} \lambda(X^i).$$

The properties of the function $\mu$ imply

$$\lambda(X) = -\sum_{(i, p) \neq 1} \frac{\mu(i)}{i} \log(1 - X^i)$$

and thereby

$$E(X) = \exp(\lambda(X)) = \prod_{(i, p) \neq 1} (1 - X^i)^{-\mu(i)/i}.$$  

Remark. For a generalization of $E(X)$ using formal groups see Exercise 4 in section 1 Ch. VIII.
(9.2). Let \( B \) be an arbitrary commutative ring in which all integers relatively prime to \( p \) are invertible. We shall denote also by \( E(X) \) the image of \( E(X) \) in \( 1 + XB[[X]] \) under the canonical homomorphism \( \mathbb{Z}_p \to B \).

The ring \( B[[X]] \) of formal power series over a commutative ring \( B \) has the natural \( X \)-adic topology with \( X^n B[[X]] \) as a basis of open neighborhoods of 0.

For \( \alpha = (a_0, a_1, \ldots) \in W(B) \) and \( u(X) \in XB[[X]] \), define

\[
E(\alpha, u(X)) = \prod_{i \geq 0} E(a_i u(X)^{p^i})
\]

(the product converges in \( 1 + XB[[X]] \), since \( u(X)^n \to 0 \) as \( n \to +\infty \)).

**Lemma.** Let \( p \) be invertible in \( B \). Then

\[
E(\alpha, u(X)) = \exp \left( \sum_{i \geq 0} \frac{a^{(i)} u(X)^{p^i}}{p^i} \right),
\]

where \( a^{(i)} = \sum_{j=0}^{i} p^j a_j^{p^{i-j}} \in B \) are the ghost components of \( \alpha \) defined in (8.1).

**Proof.** This follows directly from

\[
E(a_i u(X)^{p^i}) = \exp \left( \sum_{j \geq 0} \frac{a_j^{p^j} u(X)^{p^{i+j}}}{p^j} \right).
\]

\( \square \)

**Proposition.** Let \( B \) be a commutative ring in which all integers relatively prime to \( p \) are invertible. Then

1. \( E(\alpha - \beta, u(X)) = E(\alpha, u(X))E(\beta, u(X))^{-1} \) for every \( \alpha, \beta \in W(B) \).
2. \( E(V\alpha, u(X)) = E(\alpha, u(X)^p) \).
3. \( E(\alpha, u(X)) \equiv 1 + a_0 u(X) \mod X^{2n} \) if \( u(X) \in X^n B[[X]] \).

The map \( E(\cdot, u(X)) : W(B) \to 1 + XB[[X]] \) is a continuous homomorphism of the additive group of \( W(B) \) (with the topology given by \( V^i W(B) \)) to the multiplicative group \( 1 + XB[[X]] \).

**Proof.** If \( p \) is invertible in \( B \) then (1) follows from the previous Lemma and the definition of the Witt ring. In the general case property (1) can be reformulated as certain conditions imposed on the coefficients of the polynomials \( \omega_i^{(\cdot)} \). Repeating now the arguments of (8.1), we deduce that property (1) holds.

Further,

\[
E(V\alpha, u(X)) = \prod_{i \geq 0} E(a_i u(X)^{p^{i+1}}) = E(\alpha, u(X)^p).
\]
The congruence \( E(X) \equiv 1 + X \mod X^2 \) implies property (3). Finally, one can deduce by induction that
\[
E(V^m W(B), u(X)) \subset 1 + X^m B[[X]] \quad \text{for } m \leq p^n,
\]
provided \( u(X) \in X^n B[[X]] \). This shows the continuity of \( E(\cdot, u(X)) \) and completes the proof.

**Corollary.** The map \( E(\cdot, u(X)) : W(B) \to 1 + X B[[X]] \) is a continuous injective homomorphism for \( u(X) \in XB[[X]] \).

**Proof.** These assertions can be verified by induction, starting with the following: if \( E(\alpha, u(X)) = 1 \), then, by property (3) of Proposition, \( a_0 = 0 \); hence \( \alpha = V\beta \) and \( E(\beta, u(X)^p) = 1 \) by property (2).

(9.3). Now we assume that \( B \) is the residue field \( \overline{F} \) of a complete discrete valuation field \( F \) and that \( \overline{F} \) is a perfect field of characteristic \( p \). Let \( \mathcal{O} \) be the ring of integers of \( F \).

We endow the group \( 1 + \mathcal{O}[[X]] \) with the topology having a basis \( 1 + \pi^m \mathcal{O}[[X]] + X^n \mathcal{O}[[X]] \) of open neighborhoods of 1, where \( \pi \) is a prime element in \( F \).

Let \( \alpha \in W(\overline{F}) \); then the relation (\( \ast \)) in (8.3) allows us to write
\[
\alpha = \sum_{i \geq 0} r_0(c_i)p^i \quad \text{with } c_i \in \overline{F},
\]
where \( r_0 \) is the Teichmüller map \( \overline{F} \to W(\overline{F}) \) (see Proposition (8.3)). Note that \( c_i \) are uniquely determined by \( \alpha \). We also have the Teichmüller map \( r : \overline{F} \to \mathcal{O} \) (see Corollary 1 in (7.3)). Put
\[
\mathcal{E}(\alpha, u(X)) = \prod_{i \geq 0} E(r(c_i)u(X))p^i \quad \text{with } u(X) \in X\mathcal{O}[[X]]
\]
(the product converges, since \( u(X)^n \to 0 \) as \( n \to +\infty \)). The map
\[
\mathcal{E}(\cdot, X) : W(\overline{F}) \to 1 + X\mathcal{O}[[X]]
\]
is called the Artin–Hasse map (H. Hasse employed it for a field \( F \) of characteristic 0, see [Has9], [Sha2]).

**Proposition.**
1. \( \mathcal{E}(\alpha - \beta, u(X)) = \mathcal{E}(\alpha, u(X))\mathcal{E}(\beta, u(X))^{-1} \) for \( \alpha, \beta \in W(\overline{F}) \).
2. \( \mathcal{E}(V\alpha, u(X)) = \mathcal{E}(\alpha, u(X))^p \).
3. \( \mathcal{E}(\alpha, u(X)) \equiv 1 + r(c_0)u(X) \mod pu(X)\mathcal{O}[[X]] + u(X)^2\mathcal{O}[[X]] \) if
\[
\alpha = \sum_{i \geq 0} r_0(c_i)p^i.
\]

The map \( \mathcal{E}(\cdot, u(X)) : W(\overline{F}) \to 1 + X\mathcal{O}[[X]] \) for \( u(X) \neq 0 \) is an injective continuous homomorphism of the additive group of \( W(\overline{F}) \) into the multiplicative group \( 1 + X\mathcal{O}[[X]] \).
Proof. Assume first that $\text{char}(F) = 0$. Then

$$E(\alpha, u(X)) = \exp \left( \sum_{j \geq 0} \left( \sum_{i \geq 0} r(c_i) p^j \right) u(X) p^j p^{-j} \right).$$

Let $\beta = \sum_{i \geq 0} r_0(d_i) p^j$ and $\alpha + \beta = \sum_{i \geq 0} r_0(e_i) p^j$. In this case property (1) will follow if we show that

$$\sum_{i \geq 0} r(e_i) p^j = \sum_{i \geq 0} r(c_i) p^j + \sum_{i \geq 0} r(d_i) p^j \quad \text{for } j \geq 0.$$ 

By Corollary 2 in (7.6) and section 8 it suffices to verify the last relation for $j = 0$.

Applying Proposition (7.6) for $\theta_i = r(c_i), \eta_i = r(d_i), \rho_i = r(e_i)$, we deduce that it should be shown that

$$e_i = \omega_i^{(+)}(c_{i_0}, c_{i+1}, \ldots, c_i, d_{i_0}, d_{i+1}, \ldots, d_i).$$

But by the same Proposition, these relations are equivalent to

$$\sum_{i \geq 0} r_0(c_i) p^i + \sum_{i \geq 0} r_0(d_i) p^i = \sum_{i \geq 0} r_0(e_i) p^i;$$

thus we have proved property (1) in the case of $\text{char}(F) = 0$.

Since property (1) can be reformulated as certain conditions on the coefficients of the polynomials $\omega_i^{(+)}$ we obtain this property in the general case.

Properties (2) and (3) follow from the definition of $E$.

Exercises.

1. Let $E(X) = \sum_{n \geq 0} d_n X^n$, $d_n \in \mathbb{Q}$. Show that $d_0 = 1$, and

$$d_n = \frac{1}{n} \sum_{0 \leq i \leq v_p(n)} d_{n-p^i}.$$ 

2. Show that

$$1 - X = \prod_{i \geq 1} E(-i^{-1}, X^i) = \prod_{i \geq 1} E(X^i)^{-1/i}.$$ 

3. B. Dwork introduced a function $F(\alpha, X)$ for $\alpha \in W(B)$ by the formula

$$F(\alpha, X) = \exp \left( \sum_{i \geq 0} \sum_{m \geq 1} \frac{\alpha^{p^i}}{mp^i} X^{mp^i} \right).$$

Show that

$$F(\alpha, X) = \prod_{(m, p) = 1} E(\alpha X^m)^{1/m}, \quad E(\alpha X) = \prod_{(m, p) = 1} F(\alpha, X^m)^{\mu(m)/m}.$$
4. Let $K$ be a field of characteristic $p$ and let the map $P: K[[X]] \to K[[X]]$ be defined as follows:

$$P\left(\sum_{i \geq 0} a_i X^i\right) = \sum_{i \geq 0} a_i^p X^i.$$ 

Show that

a) $E(d_0 \alpha, u(X)) = E(\alpha, u(X))^{d_0}$ for $d_0 \in W(F_p) \simeq \mathbb{Z}_p$ (see Exercise 4 of section 8), $\alpha \in W(K)$, $u(X) \in XK[[X]]$,

b) $E(r_i(\alpha)u(X)) = E(\alpha, u(X))$ for $\alpha \in W(K)$, $u(X) \in XK[[X]]$,

c) $\epsilon(\alpha, Pu(X)) = P\epsilon(\alpha, u(X))$ for $\alpha \in W(K)$, $u(X) \in XK[[X]]$.

d) $\epsilon(\alpha, Pu(X)) = P\epsilon(\alpha, u(X))$ for $\alpha \in W(K)$ and $u(X) \in 1 + X^0[[X]]$.

5. Let $K$ be as in Exercise 4. Show that

$$1 + XK[[X]] = \prod_{(i,p)=1} E(W(K), X^i).$$

6. (K. Kanesaka and K. Sekiguchi)

a) Let $K$ be as above and for $m \geq 2$, let $B_m(K)$ denote the set

$$\{ B \in M_m(K) : B = \begin{pmatrix} 1 & b_1 & b_2 & \cdots & b_{m-1} \\ & \ddots & \ddots & \ddots \\ & & \ddots & \ddots & b_2 \\ & & & \ddots & b_1 \\ & & & & 1 \end{pmatrix} = [1, b_1, \ldots, b_{m-1}] \}$$

Show that $B_m(K)$ is a subgroup of $GL_m(K)$.

b) Let $h: B_m(K) \to 1 + XK[[X]]/(1 + X^mK[[X]])$ be defined as

$$h([1, b_1, \ldots, b_{m-1}]) = 1 + b_1 X + \cdots + b_{m-1} X^{m-1} \mod 1 + X^mK[[X]].$$

Show that $h$ is an isomorphism.

c) Let $g_m: 1 + XK[[X]] \to B_m(K)$ be the surjective homomorphism induced by $h$ and let $f_n: W(K) \to W_n(K)$ be canonical projection. Show that if $p^n - 1 \leq m \leq p^n$, then there exists an injective homomorphism $E_n: W_n(K) \to B_m(K)$ such that $E_n \circ f_n = g_m \circ E(\cdot, X)$. (This homomorphism allows one to connect Witt theory of exponent $p^n$ and Inaba’s theory of finite extensions of $K$, see [KnS]).

7. Let $W_b(B)$ be the big Witt ring (see Exercise 7 of section 8). Show that the map

$$(a_1, a_2, \ldots) \mapsto \prod_{i \geq 1} (1 - a_i X^i) \in 1 + XB[[X]]$$

is an isomorphism of the additive group of $W_b(B)$ onto the multiplicative group of $1 + XB[[X]]$.

8. (K) Let $K$ be a perfect field of characteristic $p$ and $\mathcal{O} = W(K)$. Using Exercise 7 of section 8, Exercise 7 and Proposition (9.3) define the composition

$$\mathcal{E}: W(K) \xrightarrow{E(-,X)} 1 + XW(K)[[X]] \xrightarrow{\mathcal{E}(\cdot, X)} W_b(W(K)) \to W(W(K)),$$
which is called the Artin–Hasse exponential.

Define

\[ \varphi_n: W(W(K)) \to W(K), \quad (\alpha_0, \alpha_1, \ldots) \mapsto \alpha_0^{p^n} + p\alpha_1^{p^{n-1}} + \cdots + p^n \alpha_n \in W(K). \]

Show that \( \varphi_n \circ \mathcal{E} = F^n \) for \( n \geq 1 \) (the Artin–Hasse exponential \( \mathcal{E} \) can be generalized to arbitrary rings and ramified Witt vectors, see [Haz4]).
CHAPTER 2

Extensions of Discrete Valuation Fields

This chapter studies discrete valuation fields in relation to each other. The first section introduces the class of Henselian fields which are quite similar to complete fields: the key property of the former is given by the Hensel Lemma. The long section 2 deals with the problem of extensions of valuations from a field to its algebraic extension. Section 3 describes first properties of unramified and totally ramified extensions. In the case of Galois extensions ramifications subgroups are introduced in section 4. Structural results on complete discrete valuation fields are proved in section 5.

1. The Hensel Lemma and Henselian Fields

Complete fields are not countable (see Exercise 1 section 4 Ch. I) and therefore are relatively huge; algebraic extensions of complete fields are not necessarily complete with respect to any natural extension of the valuation. One of the most important features of complete fields is the Hensel Lemma (1.2). Fields satisfying this lemma are called Henselian. They can be relatively small; and, as we shall see later, an algebraic extension of a Henselian field is a Henselian field.

Let \( F \) be a valuation field with the ring of integers \( \mathcal{O} \), the maximal ideal \( M \), and the residue field \( \overline{F} \). For a polynomial \( f(X) = a_nX^n + \cdots + a_0 \in \mathcal{O}[X] \) we will denote the polynomial \( \overline{a}_nX^n + \cdots + \overline{a}_0 \) by \( \overline{f}(X) \in \overline{F}[X] \). We will write

\[
 f(X) \equiv g(X) \mod M^m
\]

if \( f(X) - g(X) \in M^m[X] \).

(1.1) We assume that the reader is familiar with the notion of resultant \( R(f, g) \) of two polynomials \( f, g \) (see, e.g., [La1, Ch. V]). Let \( A \) be a commutative ring. For two polynomials \( f(X) = a_nX^n + \cdots + a_0 \), \( g(X) = b_nX^m + \cdots + b_0 \) their resultant is the determinant of a matrix formed by \( a_i \) and \( b_j \). This determinant \( R(f, g) \) is zero iff \( f \) and \( g \) have a common root; in general \( R(f, g) = f \overline{f}_1 + g \overline{g}_1 \) for some polynomials \( f_1, g_1 \in A[X] \). If \( f(X) = a_n \prod_{i=1}^n(X - \alpha_i) \), \( g(X) = b_m \prod_{j=1}^m(X - \beta_j) \), then their resultant \( R(f, g) \) is \( a_n b_m \prod_{i,j}(\alpha_i - \beta_j) \). In particular, \( R(X - a, g(X)) = g(a) \).
If \( f, g \in \mathcal{O}[X] \) then \( R(f, g) \in \mathcal{O} \). We shall use the following properties of the resultant: if \( f \equiv f_1 \mod \mathcal{M}[X] \) then \( R(f, g) \equiv R(f_1, g) \mod \mathcal{M} \); if \( R(f, g) \in \mathcal{M}^s \setminus \mathcal{M}^{s+1} \) then \( \mathcal{M}^s[X] \subset f\mathcal{O}[X] + g\mathcal{O}[X] \).

Proposition. Let \( F \) be a complete discrete valuation field with the ring of integers \( \mathcal{O} \) and the maximal ideal \( \mathcal{M} \). Let \( g_0(X), h_0(X), f(X) \) be polynomials over \( \mathcal{O} \) such that \( \deg f(X) = \deg g_0(X) + \deg h_0(X) \) and the leading coefficient of \( f(X) \) coincides with that of \( g_0(X)h_0(X) \). Let \( R(g_0, h_0) \notin \mathcal{M}^{s+1} \) and \( f(X) \equiv g_0(X)h_0(X) \mod \mathcal{M}^{2s+1} \) for an integer \( s \geq 0 \).

Then there exist polynomials \( g(X), h(X) \) such that
\[
f(X) = g(X)h(X),
\]
\[
\deg g(X) = \deg g_0(X), \quad g(X) \equiv g_0(X) \mod \mathcal{M}^{s+1},
\]
\[
\deg h(X) = \deg h_0(X), \quad h(X) \equiv h_0(X) \mod \mathcal{M}^{s+1}.
\]

Proof. We first construct polynomials \( g_i(X), h_i(X) \in \mathcal{O}[X] \) with the following properties: \( \deg(g_i - g_0) < \deg g_0, \deg(h_i - h_0) < \deg h_0 \)
\[
g_i \equiv g_{i-1} \mod \mathcal{M}^{i+s}, \quad h_i \equiv h_{i-1} \mod \mathcal{M}^{i+s}, \quad f \equiv g_i h_i \mod \mathcal{M}^{i+2s+1}.
\]

Proceeding by induction, we can assume that the polynomials \( g_j(X), h_j(X) \), for \( j \leq i - 1 \), have been constructed. For a prime element \( \pi \) put
\[
g_i(X) = g_{i-1}(X) + \pi^{i+s}G_i(X), \quad h_i(X) = h_{i-1}(X) + \pi^{i+s}H_i(X)
\]
with \( G_i(X), H_i(X) \in \mathcal{O}[X], \ \deg G_i(X) < \deg g_0(X), \ \deg H_i(X) < \deg h_0(X). \)

Then
\[
g_ih_i - g_{i-1}h_{i-1} \equiv \pi^{i+s}(g_{i-1}H_i + h_{i-1}G_i) \mod \mathcal{M}^{i+2s+1}.
\]

Since by the induction assumption \( f(X) - g_{i-1}(X)h_{i-1}(X) = \pi^{i+2s}f_1(X) \) for a suitable \( f_1(X) \in \mathcal{O}[X] \) of degree smaller than that of \( f \), we deduce that it suffices for \( G_i(X), H_i(X) \) to satisfy the congruence \( \pi^s f_1(X) \equiv g_{i-1}(X)H_i(X) + h_{i-1}(X)G_i(X) \mod \mathcal{M}^{s+1} \).

We get \( R(g_{i-1}(X), h_{i-1}(X)) = R(g_0(X), h_0(X)) \neq 0 \mod \mathcal{M}^{s+1} \). Then the properties of the resultant imply the existence of polynomials \( \tilde{G}_i, \tilde{H}_i \) satisfying the congruence. Write \( \tilde{G}_i = g_{i-1}q + G_i \) with polynomial \( G_i \) of degree smaller than that of \( g_{i-1} \). Then it is easy to see that the degree of \( H_i = H_i + qh_{i-1} \) is smaller than the degree of \( h_{i-1} \). The polynomials \( G_i, H_i \) are the required ones.

Now put \( g(X) = \lim g_i(X), h(X) = \lim h_i(X) \) and get \( f(X) = g(X)h(X) \).

The following statement is often called Hensel Lemma; it was proved by K. Hensel for \( p \)-adic numbers and by K. Rychlik for complete valuation fields.

(1.2) Corollary 1. Let \( F \) be as in the Proposition and \( \mathcal{T} \) the residue field of \( F \). Let \( f(X), g_0(X), h_0(X) \) be monic polynomials with coefficients in \( \mathcal{O} \) and \( \mathcal{T}(X) = \frac{\mathcal{F}(X)}{\mathcal{M}(X)} \). Then
\[
f(X) \equiv g_0(X)h_0(X) \mod \mathcal{M}^{s+1}. \]
\( \overline{g}_0(X) \overline{h}_0(X) \). Suppose that \( \overline{g}_0(X), \overline{h}_0(X) \) are relatively prime in \( \overline{F}[X] \). Then there exist monic polynomials \( g(X), h(X) \) with coefficients in \( \mathcal{O} \), such that
\[ f(X) = g(X)h(X), \quad \overline{g}(X) = \overline{g}_0(X), \quad \overline{h}(X) = \overline{h}_0(X). \]

**Proof.** We have \( R(g_0(X), g_0(X)) \notin \mathcal{M} \) and we can apply the previous Proposition for \( s = 0 \). The polynomials \( g(X) \) and \( h(X) \) may be assumed to be monic, as it follows from the proof of the Proposition. \( \square \)

Valuation fields satisfying the assertion of Corollary 1 are said to be Henselian. Corollary 1 demonstrates that complete discrete valuation fields are Henselian.

**Corollary 2.** Let \( F \) be a Henselian field and \( f(X) \) a monic polynomial with coefficients in \( \mathcal{O} \). Let \( \overline{f}(X) \in \overline{F}[X] \) have a simple root \( \beta \) in \( \overline{F} \). Then \( f(X) \) has a simple root \( \alpha \in \mathcal{O} \) such that \( \overline{\alpha} = \beta \).

**Proof.** Let \( \gamma \in \mathcal{O} \) be such that \( \overline{\gamma} = \beta \). Put \( g_0(X) = X - \gamma \) in Corollary 1. \( \square \)

**Corollary 3.** Let \( F \) be a complete discrete valuation field. Let \( f(X) \) be a monic polynomial with coefficients in \( \mathcal{O} \). Let \( f(\alpha_0) \in \mathcal{M}^{2s+1}, f'(\alpha_0) \notin \mathcal{M}^{s+1} \) for some \( \alpha_0 \in \mathcal{O} \) and integer \( s \geq 0 \). Then there exists \( \alpha \in \mathcal{O} \) such that \( \alpha - \alpha_0 \in \mathcal{M}^{s+1} \) and \( f(\alpha) = 0 \).

**Proof.** Put \( g_0(X) = X - \alpha_0 \) and write \( f(X) = f_1(X)(X - \alpha_0) + \delta \) with \( \delta \in \mathcal{O} \). Then \( \delta \in \mathcal{M}^{2s+1} \). Put \( h_0(X) = f_1(X) \in \mathcal{O}[X] \). Hence \( f(X) \equiv g_0(X)h_0(X) \mod \mathcal{M}^{2s+1} \) and \( f'(\alpha_0) = h_0(\alpha_0) \notin \mathcal{M}^{s+1} \). This means that \( R(g_0(X), h_0(X)) \notin \mathcal{M}^{s+1} \), and the Proposition implies the existence of polynomials \( g(X), h(X) \in \mathcal{O}[X] \) such that \( g(X) = X - \alpha, \alpha \equiv \alpha_0 \mod \mathcal{M}^{s+1} \), and \( f(X) = g(X)h(X) \). \( \square \)

A direct proof of Corollary 3 can be found in Exercises.

**Corollary 4.** Let \( F \) be a complete discrete valuation field of characteristic zero. For every positive integer \( m \) there is \( n \) such that \( 1 + \mathcal{M}^n \subset F^m \).

**Proof.** Put \( f_a(X) = X^n - a \) with \( a \in 1 + \mathcal{M}^n \). Let \( m \in \mathcal{M}^s \setminus \mathcal{M}^{s+1} \). Then \( f'_a(1) \in \mathcal{M}^s \setminus \mathcal{M}^{s+1} \). Therefore for every \( a \in 1 + \mathcal{M}^{s+1} \) due to Corollary 3 the polynomial \( f_a(X) \) has a root \( \alpha \equiv 1 \mod \mathcal{M}^{s+1} \). \( \square \)

**1.4.** The following assertion will be used in the next section.

**Lemma.** Let \( F \) be a complete discrete valuation field and let
\[ f(X) = X^n + \alpha_{n-1}X^{n-1} + \cdots + \alpha_0 \]
be an irreducible polynomial with coefficients in \( F \). Then the condition \( \nu(\alpha_0) \geq 0 \) implies \( \nu(\alpha_i) \geq 0 \) for \( 0 \leq i \leq n - 1 \).
II. Extensions of Discrete Valuation Fields

Proof. Assume that \( \alpha_0 \in \mathcal{O} \) and that \( j \) is the maximal integer such that \( v(\alpha_j) = \min_{0 \leq i \leq n-1} v(\alpha_i) \). If \( \alpha_j \notin \mathcal{O} \), then put
\[
\begin{align*}
f_1(X) &= \alpha_j^{-1}f(X), \\
g_0(X) &= X^j + \alpha_j^{-1}\alpha_{j-1}X^{j-1} + \cdots + \alpha_j^{-1}\alpha_0, \\
h_0(X) &= \alpha_j^{-1}X^{n-j} + 1
\end{align*}
\]
We have \( \overline{f}_1(X) = \overline{g}_0(X)\overline{h}_0(X) \), and \( \overline{g}_0(X), \overline{h}_0(X) \) are relatively prime. Therefore, by Proposition (1.1), \( f_1(X) \) and \( f(X) \) are not irreducible.

Remark. Later in (2.9) we show that all the assertions of this section hold for Henselian discrete valuation fields.

Exercises.

1. Let \( F \) be a complete discrete valuation field, and \( f(X) \) a monic polynomial with coefficients in \( \mathcal{O} \). Let \( \alpha_0 \in \mathcal{O} \) be such that \( f(\alpha_0) \in M_{2+1}^2 \) and \( f'(\alpha_0) \notin M^{s+1} \). Show that the sequence \( \{\alpha_m\}, \alpha_m = \alpha_{m-1} - \frac{f(\alpha_{m-1})}{f'(\alpha_{m-1})}, \) is convergent and \( \alpha = \lim \alpha_m \) is a root of \( f(X) \).
2. Let \( F \) be a complete discrete valuation field and \( f(X) = X^n + \alpha_{n-1}X^{n-1} + \cdots + \alpha_0 \) an irreducible polynomial over \( F \).
   a) Show that \( v(\alpha_0) > 0 \) implies \( v(\alpha_i) > 0 \) for \( 1 \leq i \leq n-1 \).
   b) Show that if \( v(\alpha_0) \leq 0 \), then \( v(\alpha_0) = \min_{0 \leq i \leq n-1} v(\alpha_i) \).
3. a) Let \( F \) be a field with a valuation \( v \) and the maximal ideal \( \mathcal{M}_v \). Assume that \( F \) is complete with respect to the \( \mathcal{M}_v \)-adic topology (see Exercise 4 in section 4 Ch. 1). Show that \( F \) is Henselian, by modifying the proof of Proposition (1.1) for \( s = 0 \) and using appropriate \( \pi_k \in \mathcal{M}_v^k \) instead of \( \pi^k \).
   b) Show that the fields of Examples 3, 4 in section 4 Ch. 1 are Henselian.
4. Let \( F \) be a Henselian field and \( f(X) \in \mathcal{O}[X] \) an irreducible monic polynomial. Show that \( \overline{f}(X) \) is a power of some irreducible polynomial in \( \overline{F}[X] \).
5. Let \( F \) be a Henselian field with the residue field \( \overline{F} \).
   a) Show that the group \( \mu \) of all the roots in \( F \) (of order relatively prime with \( \text{char}(\overline{F}) \)), if \( \text{char}(\overline{F}) \neq 0 \), is isomorphic with the group of all roots of unity in \( \overline{F} \).
   b) Let \( n \) be any integer (relatively prime to \( \text{char}(\overline{F}) \), if \( \text{char}(\overline{F}) \neq 0 \)). Show that raising to the \( n \) th power is an automorphism of \( 1 + \mathcal{M} \).
   c) Let \( F \) be a Henselian discrete valuation field, and \( \sigma \) an isomorphism of \( F \) onto a subfield of \( F \). Show that \( \sigma(\mathcal{M}) \subset \mathcal{O}, \sigma(U) \subset U \).
   d) Let \( F = \overline{Q}_p \). Show that every isomorphism of \( F \) onto a subfield of \( F \) is continuous.
   e) Show that if \( p \neq q \), then \( \overline{Q}_p \) is not isomorphic to \( \overline{Q}_q \).
2. Extensions of Valuation Fields

In this rather lengthy section we study extensions of discrete valuations. In Theorem (2.5) we show that if a field $F$ is complete with respect to a discrete valuation, then there is exactly one extension of the valuation to a finite extension of $F$. The non-complete case will be described in Theorem (2.6). In Theorem (2.8) we give three new equivalent definitions of a Henselian discrete valuation field.

(2.1). Let $F$ be a field and $L$ an extension of $F$ with a valuation $w: L \to \Gamma'$. Then $w$ induces the valuation $w_0 = w|_{F}: F \to \Gamma'$ on $F$. In this context $L/F$ is said to be an extension of valuation fields. The group $w_0(F^*)$ is a totally ordered subgroup of $w(L^*)$ and the index of $w_0(F^*)$ in $w(L^*)$ is called the ramification index $e(L/F, w)$. The ring of integers $O_{w_0}$ is a subring of the ring of integers $O_w$ and the maximal ideal $M_{w_0}$ coincides with $M_w \cap O_{w_0}$. Hence, the residue field $\overline{F}_{w_0}$ can be considered as a subfield of the residue field $\overline{F}_w$. Therefore, if $\alpha$ is an element of $O_{w_0}$, then its residue in the field $\overline{F}_{w_0}$ can be identified with the image of $\alpha$ as an element of $O_w$ in the field $\overline{F}_w$. We shall denote this image of $\alpha$ by $\overline{\alpha}$. The degree of the extension $L_{w_0}/F_{w_0}$ is called the inertia degree or residue degree $f(L/F, w)$. An immediate consequence is the following Lemma.

**Lemma.** Let $L$ be an extension of $F$ and let $w$ be a valuation on $L$. Let $L \supset M \supset F$ and let $w_0$ be the induced valuation on $M$. Then

\[
e(L/F, w) = e(L/M, w)e(M/F, w_0),
\]

\[
f(L/F, w) = f(L/M, w)f(M/F, w_0).
\]

(2.2). Assume that $L/F$ is a finite extension and $w_0$ is a discrete valuation. Let elements $\alpha_1, \ldots, \alpha_e \in L^*\ e \leq e(L/F, w)$ be such that $w(\alpha_1) + w(F^*), \ldots, w(\alpha_e) + w(F^*)$ are distinct in $w(L^*)/w(F^*)$. If $\sum_{i=1}^e c_i \alpha_i = 0$ holds with $c_i \in F$, then, as $w(c_i \alpha_i)$ are all distinct, by (2.1) Ch. I we get

\[
w\left(\sum_{i=1}^e c_i \alpha_i\right) = \min_{1 \leq i \leq e} w(c_i \alpha_i) \quad \text{and} \quad c_i = 0 \quad \text{for} \quad 1 \leq i \leq e.
\]

This shows that $\alpha_1, \ldots, \alpha_e$ are linearly independent over $F$ and hence $e(L/F, w)$ is finite. Let $\pi$ be a prime element with respect to $w_0$. Then we deduce that there are only a finite number of positive elements in $w(L^*)$ which are $\leq w(\pi)$. Consider the smallest positive element in $w(L^*)$. It generates the group $w(L^*)$, and we conclude that $w$ is a discrete valuation. Thus, we have proved the following result.

**Lemma.** Let $L/F$ be a finite extension and $w_0$ discrete for a valuation $w$ on $L$. Then $w$ is discrete.
(2.3). Hereafter we shall consider discrete valuations. Let \( F \) and \( L \) be fields with discrete valuations \( v \) and \( w \) respectively and \( F \subseteq L \). The valuation \( w \) is said to be an \emph{extension of the valuation} \( v \), if the topology defined by \( w \) is equivalent to the topology defined by \( v \). We shall write \( w|v \) and use the notations \( e(w|v), f(w|v) \) instead of \( e(L/F, w), f(L/F, w) \). If \( \alpha \in F \) then \( w(\alpha) = e(w|v)v(\alpha) \).

\textbf{Lemma.} \textit{Let} \( L \) \textit{be a finite extension of} \( F \) \textit{of degree} \( n \); \textit{then}
\[
e(w|v)f(w|v) \leq n.
\]

\textbf{Proof.} \textit{Let} \( e = e(w|v) \) \textit{and let} \( f \) \textit{be a positive integer such that} \( f \leq f(w|v) \). \textit{Let} \( \theta_1, \ldots, \theta_f \) \textit{be elements of} \( \mathcal{O}_w \) \textit{such that their residues in} \( \mathcal{T}_w \) \textit{are linearly independent over} \( \mathcal{F}_v \). \textit{It suffices to show that} \( \{\theta_i \pi^j_w\} \) \textit{are linearly independent over} \( F \) \textit{for} \( 1 \leq i \leq f, 0 \leq j \leq e - 1 \). \textit{Assume that}
\[
\sum_{i,j} c_{ij} \theta_i \pi^j_w = 0
\]
\textit{for} \( c_{ij} \in F \) \textit{and not all} \( c_{ij} = 0 \).

\textit{Multiplying the coefficients} \( c_{ij} \) \textit{by a suitable power of} \( \pi_v \), \textit{we may assume that} \( c_{ij} \in \mathcal{O}_v \) \textit{and not all} \( c_{ij} \in \mathcal{M}_v \). \textit{Note that if} \( \sum_i c_{ij} \theta_i \in \mathcal{M}_w \), \textit{then} \( \sum_i \pi_v \theta_i = 0 \) \textit{and} \( c_{ij} \in \mathcal{M}_v \). \textit{Therefore, there exists an index} \( j \) \textit{such that} \( \sum_i c_{ij} \theta_i \notin \mathcal{M}_w \). \textit{Let} \( j_0 \) \textit{be the minimal such index. Then} \( j_0 = w(\sum_i c_{ij} \theta_i \pi^j_w) \), \textit{which is impossible. We conclude that all} \( c_{ij} = 0 \). \textit{Hence,} \( ef \leq n \) \textit{and} \( e(w|v)f(w|v) \leq n \).

For instance, \textit{let} \( \hat{F} \) \textit{be the completion of} \( F \) \textit{with the discrete valuation} \( \hat{v} \) \textit{(see section 4 Ch. I). Then} \( e(\hat{v}|v) = 1, f(\hat{v}|v) = 1 \). \textit{Note that if} \( F \) \textit{is not complete, then} \( |\hat{F} : F| \neq e(\hat{v}|v)f(\hat{v}|v) \). \textit{On the contrary, in the case of complete discrete valuation fields we have}

(2.4). \textbf{Proposition.} \textit{Let} \( L \) \textit{be an extension of} \( F \) \textit{and let} \( F, L \) \textit{be complete with respect to discrete valuations} \( v, w \). \textit{Let} \( w|v, f = f(w|v) \) \textit{and} \( e = e(w|v) < \infty \). \textit{Let} \( \pi_w \in L \) \textit{be a prime element with respect to} \( w \) \textit{and} \( \theta_1, \ldots, \theta_f \) \textit{elements of} \( \mathcal{O}_w \) \textit{such that their residues form a basis of} \( \mathcal{T}_w \) \textit{over} \( \mathcal{F}_v \). \textit{Then} \( \{\theta_i \pi^j_w\} \) \textit{is a basis of the} \( F \)-space \( L \) \textit{and of the} \( \mathcal{O}_v \)-module \( \mathcal{O}_w \), \textit{with} \( 1 \leq i \leq f, 0 \leq j \leq e - 1 \). \textit{If} \( f < \infty \), \textit{then} \( L/F \) \textit{is a finite extension of degree} \( n = ef \).

\textbf{Proof.} \textit{Let} \( R \) \textit{be a set of representatives for} \( F \) \textit{(see (5.1) Chapter I). Then the set}
\[
R' = \{ \sum_{i=1}^f a_i \theta_i : a_i \in R \text{ and almost all } a_i = 0 \}
\]
\textit{is the set of representatives for} \( L \). \textit{For a prime element} \( \pi_v \) \textit{with respect to} \( v \) \textit{put} \( \pi_m = \pi^k_v \pi^j_w \), \textit{where} \( m = ek + j, 0 \leq j < e \). \textit{Using Proposition (5.2) Ch. I we obtain
that an element \( \alpha \in L \) can be expressed as a convergent series
\[
\alpha = \sum_m \eta_m \pi_m \quad \text{with} \quad \eta_m \in \mathbb{R}.
\]

Writing
\[
\eta_m = \sum_{i=1}^f \eta_{m,i} \theta_i \quad \text{with} \quad \eta_{m,i} \in \mathbb{R},
\]
we get
\[
\alpha = \sum_{i,j} (\sum_k \eta_{ek+j,i} \pi_i \pi_j^k) \theta_i \pi_j^j.
\]

Thus, \( \alpha \) can be expressed as \( \sum \rho_{i,j} \theta_i \pi_j^j \) with
\[
\rho_{i,j} = \sum_k \eta_{ek+j,i} \pi_i \pi_j^k \in F, \quad 1 \leq i \leq f, 0 \leq j \leq e - 1.
\]

By the proof of the previous Lemma this expression for \( \alpha \) is unique. We conclude that \( \{ \theta_i \pi_j^j \} \) form a basis of \( L \) over \( F \) and of \( \mathcal{O}_w \) over \( \mathcal{O}_v \). \( \Box \)

(2.5). Further we shall assume that \( v(F^*) = \mathbb{Z} \) for a discrete valuation \( v \). Then \( e(w|v) = |\mathbb{Z} : w(F^*)| \) for an extension \( w \) of \( v \).

**Theorem.** Let \( F \) be a complete field with respect to a discrete valuation \( v \) and \( L \) a finite extension of \( F \). Then there is precisely one extension \( w \) on \( L \) of the valuation \( v \) and \( w = \frac{1}{f} v \circ N_{L/F} \) with \( f = f(w|v) \). The field \( L \) is complete with respect to \( w \).

**Proof.** Let \( w' = v \circ N_{L/F} \). First we verify that \( w' \) is a valuation on \( L \). It is clear that \( w'(\alpha) = +\infty \) if and only if \( \alpha = 0 \) and \( w'(\alpha \beta) = w'(\alpha) + w'(\beta) \). Assume that \( w'(\alpha) \geq w'(\beta) \) for \( \alpha, \beta \in L^* \), then
\[
w'(\alpha + \beta) = w'(\beta) + w'(1 + \frac{\alpha}{\beta})
\]
and it suffices to show that if \( w'(\gamma) \geq 0 \), then \( w'(1 + \gamma) \geq 0 \). Let
\[
f(X) = X^m + a_{m-1}X^{m-1} + \cdots + a_0
\]
be the monic irreducible polynomial of \( \gamma \) over \( F \). Then we get \((1)^m a_0 = N_{F(\gamma)/F}(\gamma)\) and if \( s = |L : F(\gamma)| \), then \((-1)^m a_0 s = N_{L/F}(\gamma)\). We deduce that \( v(a_0) \geq 0 \), and making use of (1.4), we get \( v(a_i) \geq 0 \) for \( 0 \leq i \leq m - 1 \). However,
\[
(-1)^m N_{F(\gamma)/F}(1 + \gamma) = f(-1) = (-1)^m + a_{m-1}(-1)^{m-1} + \cdots + a_0,
\]

hence
\[
v(N_{F(\gamma)/F}(1 + \gamma)) \geq 0 \quad \text{and} \quad v(N_{L/F}(1 + \gamma)) \geq 0,
\]
where a hypothesis shows that \( b \) is an extension of \( F \) to \( F^* \). Hence, the valuation \( (1/n)w^\prime \) is an extension of \( v \) to \( L \) (note that \( (1/n)w^\prime(L^*) \neq \mathbb{Z} \) in general). Let \( e = e(L/F, (1/n)w^\prime) \). By Lemma (2.3) \( e \) is finite. Put \( w = (e/n)w^\prime; L^* \to \mathbb{Q} \), hence \( w(L^*) = w(\pi_w)\mathbb{Z} = \mathbb{Z} \) with a prime element \( \pi_w \) with respect to \( w \). Therefore, \( w = (e/n)v \circ N_{L/F} \) is at once a discrete valuation on \( L \) and an extension of \( v \).

Let \( \gamma_1, \ldots, \gamma_n \) be a basis of the \( F \)-vector space \( X \). By induction on \( r, \ 1 \leq r \leq n \), we shall show that

\[
\sum_{i=1}^{m} a_i^{(m)} \gamma_i \to 0, \quad m \to \infty \iff a_i^{(m)} \to 0 \quad m \to \infty \quad \text{for } i = 1, \ldots, r
\]

where \( a_i^{(m)} \in F \).

The left arrow and the case \( r = 1 \) are clear. For the induction step we can assume that \( a_i^{(m)} \neq 0 \) for each \( i = 1, \ldots, r \). Therefore we can assume that \( v(a_i^{(m)}) \) is bounded for \( i = 1, \ldots, r \). Hence

\[
\gamma_1 + \sum_{i=2}^{r} b_i^{(m)} \gamma_i = (a_1^{(m)})^{-1} \sum_{i=1}^{r} a_i^{(m)} \gamma_i \to 0,
\]

where \( b_i^{(m)} = (a_i^{(m)})^{-1} a_i^{(m)} \). Then \( \sum_{i=2}^{r} (b_i^{(m)} - b_i^{(m+1)}) \to 0 \), and the induction hypothesis shows that \( b_i^{(m)} - b_i^{(m+1)} \to 0 \) for \( i = 2, \ldots, r \). Thus, each \( (b_i^{(m)})_m \) converges to, say, \( b_i \in F \). Finally, the sequence \( \gamma_1 + \sum_{i=2}^{r} b_i^{(m)} \gamma_i \) converges both to 0 and to \( \gamma_1 + \sum_{i=2}^{r} b_i \gamma_i \), so

\[
0 = \gamma_1 + \sum_{i=2}^{r} b_i \gamma_i
\]

which contradicts the choice of \( \gamma_i \).

Similarly one shows that a sequence \( \sum_{i=1}^{r} a_i^{(m)} \gamma_i \) is fundamental if and only if \( a_i^{(m)} \) is fundamental for each \( i = 1, \ldots, r \).

Thus, the completeness of \( F \) implies the completeness of its finite extension \( L \) with respect to any extension of \( v \). We also have the uniqueness of the extension.

\( \square \)

(2.6). Now we treat extensions of discrete valuations in the general case.

**Theorem.** Let \( F \) be a field with a discrete valuation \( v \). Let \( \hat{F} \) be the completion of \( F \), and \( \hat{v} \) the discrete valuation of \( \hat{F} \). Suppose that \( L = F(\alpha) \) is a finite extension of \( F \) and \( f(X) \) the monic irreducible polynomial of \( \alpha \) over \( F \). Let \( f(X) = \prod_{i=1}^{k} g_i(X)^{e_i} \) be the decomposition of the polynomial \( f(X) \) into irreducible monic factors in \( F[X] \). For a root \( \alpha_i \) of the polynomial \( g_i(X) \) \((\alpha_1 = \alpha)\) put \( L_i = \hat{F}(\alpha_i) \). Let \( \hat{w}_i \) be the discrete valuation on \( L_i \), the unique extension of \( \hat{v} \).
Then \( L \) is embedded as a dense subfield in the complete discrete valuation field \( L_i \) under \( F \to \hat{F} \), \( \alpha \to \alpha_i \), and the restriction \( w_i \) of \( \hat{w}_i \) on \( L \) is a discrete valuation on \( L \) which extends \( v \). The valuations \( w_i \) are distinct and every discrete valuation which is an extension of \( v \) to \( L \) coincides with some \( w_i \) for \( 1 \leq i \leq k \).

**Proof.** First let \( w \) be a discrete valuation on \( L \) which extends \( v \). Let \( \hat{L}_w \) be the completion of \( L \) with respect to \( w \). By Proposition (4.2) Ch. I there exists an embedding \( \sigma: \hat{F} \to \hat{L}_w \) over \( F \). As \( \alpha \in \hat{L}_w \), we get \( \sigma(\hat{F})(\alpha) \subset \hat{L}_w \). Since \( \sigma(\hat{F})(\alpha) \) is a finite extension of \( \sigma(\hat{F}) \), Theorem (2.5) shows that \( \sigma(\hat{F})(\alpha) \) is complete. Therefore, \( \hat{L}_w \subset \sigma(\hat{F})(\alpha) \) and so \( \hat{L}_w = \sigma(\hat{F})(\alpha) \). Let \( g(X) \in \sigma\hat{F}[X] \) be the monic irreducible polynomial of \( \alpha \) over \( \hat{F} \). Then \( \sigma^{-1}g(X) \) divides \( f(X) \) and \( \sigma^{-1}g(X) = g_i(X) \) for some \( 1 \leq i \leq k \), and then \( w = w_i \).

Conversely, assume that \( g(X) = g_i(X) \) and \( \hat{w}_i \) is the unique discrete valuation on \( L_i = \hat{F}(\alpha_i) \) which extends \( \hat{v} \). Since \( F \) is dense in \( \hat{F} \), we deduce that the image of \( L \) is dense in \( L_i \) and \( u_i \) extends \( v \).

If \( w_i = w_j \) for \( i \neq j \) then there is an isomorphism between \( \hat{F}(\alpha_i) \) and \( \hat{F}(\alpha_j) \) over \( \hat{F} \) which sends \( \alpha_i \) to \( \alpha_j \), but this is impossible. \( \square \)

**Corollary.** Let \( L/F \) be a purely inseparable finite extension. Then there is precisely one extension to \( L \) of the discrete valuation \( v \) of \( F \).

**Proof.** Assume \( L = F(\alpha) \). Then \( f(X) \) decomposed as \( (X - \alpha)^m \) in the fixed algebraic closure \( F^\text{alg} \) of \( F \). Therefore, \( k = 1 \) and there is precisely one extension of \( v \) to \( L \). If there were two distinct extensions \( w_1, w_2 \) of \( v \) to \( L \) in the general case of a purely inseparable extension \( L/F \), we would find \( \alpha \in L \) such that \( w_1(\alpha) \neq w_2(\alpha) \), and hence the restriction of \( w_1 \) and \( w_2 \) on \( F(\alpha) \) would be distinct. This leads to contradiction. \( \square \)

(2.7). **Remarks.**

1. More precisely, Theorem (2.6) should be formulated as follows.

The tensor product \( L \otimes_F \hat{F} \) may be viewed as an \( L \)-module and \( \hat{F} \)-algebra. Then the quotient of \( L \otimes_F \hat{F} \) by its radical decomposes into the direct sum of complete fields which correspond to the discrete valuations on \( L \) that are extensions of \( v \). Under the conditions of Theorem \( L \otimes_F \hat{F} = \hat{F}[X]/f(X) \), and we have the surjective homomorphism

\[
L \otimes_F \hat{F} = \hat{F}[X]/f(X) \rightarrow \bigoplus_{i=1}^{k} \hat{F}[X]/g_i(X) \rightarrow \bigoplus_{i=1}^{k} \hat{F}(\alpha_i) = \bigoplus_{w_i \mid v} \hat{L}_{w_i}
\]

with the kernel \( \prod_{i=1}^{k} g_i(X) \hat{F}[X]/f(X) \), where \( \hat{L}_{w_i} = \hat{F}(\alpha_i) \). Note that this kernel coincides with the radical of \( L \otimes_F \hat{F} \). Under the conditions of the previous Theorem, if \( L/F \) is separable, then all \( e_i \) are equal to 1.
2. Assume that $L/F$ is as in the Theorem and, in addition, $L/F$ is Galois. Then $\hat{F}(\alpha_i)/\hat{F}$ is Galois. Let $G = \text{Gal}(L/F)$. Note that if $w$ is a valuation on $L$, then $w \circ \sigma$ is a valuation on $L$ for $\sigma \in G$. Put

$$H_i = \{ \sigma \in G : w_1 \circ \sigma = w_i \} \quad \text{for } 1 \leq i \leq k.$$ 

Then it is easy to show that $G$ is a disjoint union of the $H_i$, and $H_i = H_i \sigma_i$ for $\sigma_i \in H_i$. Theorem (2.6) implies that $H_i$ coincides with $\{ \sigma \in G : \sigma g_i(X) = g_i(X) \}$, whence $\{ \sigma \in G : \sigma g_i(X) = g_i(X) \} \sigma_i^{-1} H_1 \sigma_i$. Then $\deg g_i(X) = \deg g_1(X)$, $e_i = 1$. The subgroup $H_1$ is said to be the decomposition group of $w_1$ over $F$. The fixed field $M = L^{H_1}$ is said to be the decomposition field of $w_1$ over $F$. Note that the field $M$ is obtained from $F$ by adjoining coefficients of the polynomial $g_1(X)$. We get $L = M(\alpha_1)$, and $g_1(X) \in M[X]$ is irreducible over $\hat{F} = \hat{M}$. Theorem (2.6) shows that $w_1$ is the unique extension to $L$ of $w_1|_M$; there are $k$ distinct discrete valuations on $M$ which extend $v$.

**Example.** Let $E = F(X)$. Recall that the discrete valuations on $E$ which are trivial on $F$ are in one-to-one correspondence with irreducible monic polynomials $p(X)$ over $F$: $p(X) \rightarrow v_p(X)$, $v \rightarrow \mathfrak{p}_v(X)$ and there is the valuation $v_\infty$ with a prime element $\frac{1}{X}$ (see (1.2) Ch. I). If $a_\alpha$ is the leading coefficient of $f(X)$, then

$$f(X) = a_\alpha \prod_{v \neq v_\infty} p_v(X)^{e(f(X))}.$$ 

Let $F_1$ be an extension of $F$. Then a discrete valuation on $E_1 = F_1(X)$, trivial on $F$, is an extension of some discrete valuation on $E = F(X)$, trivial on $F$. Let $p(X) = p_\iota(X)$ be an irreducible monic polynomial over $F$. Let $p(X)$ be decomposed into irreducible monic factors over $F_1 = p(X) = \prod_{i=1}^k p_i(X)^{e_i}$. Then one immediately deduces that the $w_i = \mathfrak{p}_p(X)$, $1 \leq i \leq k$, are all discrete valuations, trivial on $F_1$, which extend the valuation $v_p(X)$. We also have $e(w_p(X)|v_p(X)) = e_i$. There is precisely one extension $w_\infty$ of $v_\infty$. Thus, for every $v$

$$p_v(X) = \prod_{w_i|v} p_{w_i}(X)^{e(w_i|v)}$$

and we have the surjective homomorphism $F(\alpha) \otimes_F F_1 \rightarrow \bigoplus F_1(\alpha_\iota)$, where $\alpha$ is a root of $p(X)$ and $\alpha_\iota$ is a root of $p_\iota(X)$. Here the kernel of this homomorphism also coincides with the radical of $F(\alpha) \otimes_F F_1$.

(2.8). Finally we treat extensions of Henselian discrete valuation fields.

**Lemma (Gauss).** Let $F$ be a discrete valuation field, $\mathfrak{O}$ its ring of integers. Then if a polynomial $f(X) \in \mathfrak{O}[X]$ is not irreducible in $F[X]$, it is not irreducible in $\mathfrak{O}[X]$. 

Proof. Assume that \( f(X) = g(X)h(X) \) with \( g(X), h(X) \in F[X] \). Let
\[
g(X) = \sum_{i=0}^{n} b_i X^i, \quad h(X) = \sum_{i=0}^{m} c_i X^i, \quad f(X) = \sum_{i=0}^{n+m} a_i X^i.
\]
Let
\[
j_1 = \min \left\{ i : v(b_i) = \min_{0 \leq k \leq n} v(b_k) \right\}, \quad j_2 = \min \left\{ i : v(c_i) = \min_{0 \leq k \leq m} v(c_k) \right\}.
\]
Then \( v(b_i c_j) > v(b_{j_1} c_{j_2}) \) for \( i \neq j_1 \); hence \( v(a_{j_1+j_2}) = v(b_{j_1}) + v(c_{j_2}) \).
If \( c = v(b_{j_1}) < 0 \), then we obtain \( v(c_{j_2}) \geq -v(b_{j_1}) \), and one can write \( f(X) = (\pi^{-c} g(X)) (\pi^c h(X)) \), as desired. \( \square \)

**Theorem.** Let \( v \) be a discrete valuation on \( F \). The following conditions are equivalent:
1. \( F \) is a Henselian field with respect to \( v \).
2. The discrete valuation \( v \) has a unique extension to every finite algebraic extension \( L \) of \( F \).
3. If \( L \) is a finite separable extension of \( F \) of degree \( n \), then
   \[ n = e(w|v) f(w|v), \]
   where \( w \) is an extension of \( v \) on \( L \).
4. \( F \) is separably closed in \( \bar{F} \).

**Proof.**

(1) \( \Rightarrow \) (2). Using Corollary (2.6), we can assume that \( L/F \) is separable. Moreover, it suffices to verify (2) for the case of a Galois extension. Let \( L = F(\alpha) \) be Galois, \( f(X) \) be the irreducible polynomial of \( \alpha \) over \( F \). Let \( f(X) = g_1(X) \ldots g_k(X) \) be the decomposition of \( f(X) \) over \( \bar{F} \) as in remark 2 of (2.7). Let \( H_1 \) and \( M = L^{H_1} \) be as in remark 2. Put \( w_i' = w_i|_M \) for \( 1 \leq i \leq k \) and suppose that \( k \geq 2 \). Then, \( w_i' \) for \( 1 \leq i \leq k \) induce distinct topologies on \( M \). \( w_1', w_2', \ldots, w_k' \). We get \( w_i' = w_1 \circ \sigma_i|_M \) for \( \sigma_1, \ldots, \sigma_k \in G \), \( \sigma_1 = 1 \). Taking into account Proposition (3.7) Ch. I, one can find an element \( \beta \in M \) such that
\[
-c = w_1'(\beta) < 0, \quad w_2'(\beta) > c, \ldots, \quad w_k'(\beta) > c.
\]
Let \( \tau_1, \ldots, \tau_r \ (\tau_1 = 1) \) be the maximal set of elements of \( G = \text{Gal}(L/F) \) for which the elements \( \beta, \tau_2(\beta), \ldots, \tau_r(\beta) \) are distinct. Then \( \tau_2, \ldots, \tau_r \not\in H_1 \), and \( w_1(\beta) = -c, \quad w_1(\tau_i(\beta)) > c \) for \( 2 \leq i \leq r \).

Let \( h(X) = X^r + b_{r-1}X^{r-1} + \cdots + b_0 \) be the irreducible monic polynomial of \( \beta \) over \( F \). Then
\[
w_1(b_0) = \sum_{i=1}^{r} w_1(\tau_i(\beta)) > 0
\]
and, similarly, \( w_1(b_i) > 0 \) for \( i < r - 1 \). We also obtain that
\[
w_1(b_{r-1}) = \min_{1 \leq i \leq r} w_1(\tau_i(\beta)) = -c < 0.
\]
Hence, \( v(b_i) > 0 \) for \( 0 \leq i < r - 1 \) and \( v(b_{r-1}) < 0 \). Put \( h_1(X) = b_{r-1}^{-r} h(b_{r-1} X) \). Then \( h_1(X) \) is a monic polynomial with integer coefficients. Since \( \tilde{h}_1(X) = (X + 1)X^{r-1} \), by the Hensel Lemma (1.2), we obtain that \( h_1(X) \) is not irreducible, implying the same for \( h(X) \), and we arrive at a contradiction. Thus, \( k = 1 \), and the discrete valuation \( v \) is uniquely extended on \( L \).

(2) \( \Rightarrow \) (3). Let \( L = F(\alpha) \) be a finite separable extension of \( F \) and let \( L/F \) be of degree \( n \). Since \( v \) can be uniquely extended to \( L \), we deduce from Theorem (2.6) that \( f(X) = g_1(X) \) is the decomposition of the irreducible monic polynomial \( f(X) \) of \( \alpha \) over \( F \) in \( \hat{F}[X] \). Therefore, the extension \( \hat{F}(\alpha)/\hat{F} \) is of degree \( n \). We have also \( e(w|v) = e(\hat{w}|\hat{v}) \), \( f(w|v) = f(\hat{w}|\hat{v}) \), because \( e(\hat{w}|w) = 1 \), \( e(\hat{v}|w) = 1 \), \( f(\hat{w}|v) = 1 \), \( f(\hat{v}|v) = 1 \); see (2.3). Now Proposition (2.4) shows that \( n = e(\hat{w}|\hat{v}) f(\hat{w}|\hat{v}) \) and hence \( n = e(w|v)f(w|v) \).

(3) \( \Rightarrow \) (4). Let \( \alpha \in \hat{F} \) be separable over \( F \). Put \( L = F(\alpha) \) and \( n = |L : F| \). Let \( w \) be the discrete valuation on \( L \) which induces the same topology on \( L \) as \( \hat{\alpha}/L \). Then \( e(w|v) = f(w|v) = 1 \), and hence \( n = 1, \alpha \in F \).

(4) \( \Rightarrow \) (1). Let \( f(X), g_0(X), h_0(X) \) be monic polynomials with coefficients in \( \mathfrak{O} \). Let \( \hat{f}(X) = \tilde{g}_0(X)\hat{h}_0(X) \) and \( \tilde{g}_0(X), \tilde{h}_0(X) \) be relatively prime in \( \hat{F}[[X]] \); \( \hat{F} \) is Henselian according to (1.1). Then there exist monic polynomials \( g(X), h(X) \) over the ring of integers \( \hat{\mathfrak{O}} \) in \( \hat{F} \), such that \( f(X) = g(X)h(X) \) and \( \tilde{g}(X) = \tilde{g}_0(X), \tilde{h}(X) = \tilde{h}_0(X) \). The polynomials \( g_0(X), h_0(X) \) are relatively prime in \( \mathfrak{O}[X] \) because their residues possess this property. Consequently, they are relatively prime in \( F[X] \) by the previous Lemma. The roots of the polynomial \( f(X) \) are algebraic over \( F \), hence the roots of the polynomials \( g(X), h(X) \) are algebraic over \( F \) and the coefficients of \( g(X), h(X) \) are algebraic over \( F \). Since \( F \) is separably closed in \( \hat{F} \), we obtain that \( g(X)^{\hat{r}}m, h(X)^{\hat{r}}m \in F[X] \) for some \( m \geq 0 \). Then \( f(X)^{\hat{r}}m \) is the product of two relatively prime polynomials in \( F[X] \). We conclude that \( g(X)^{\hat{r}}m = g_1(X)^{\hat{r}}m \) and \( h(X)^{\hat{r}}m = h_1(X)^{\hat{r}}m \) for some polynomials \( g_1(X), h_1(X) \in F[X] \) and, finally, the polynomial \( g(X) \) coincides with \( g_1(X) \in \mathfrak{O}[X] \), the polynomial \( h(X) \) coincides with \( h_1(X) \in \mathfrak{O}[X] \).

**Remark.** The equality \( e(w|v)f(w|v) = n \) does not hold in general for algebraic extensions of Henselian fields; see Exercise 3.

**Corollary 1.** Let \( F \) be a Henselian discrete valuation field and \( L \) an algebraic extension of \( F \). Then there is precisely one valuation \( w : L^* \to \mathbb{Q} \) (not necessarily discrete), such that the restriction \( w|_E \) coincides with the discrete valuation \( v \) on \( F \). Moreover, \( L \) is Henselian with respect to \( w \).
2. Extensions of Valuation Fields

Proof. Let \( M/F \) be a finite subextension of \( L/F \), and let, in accordance with the previous Theorem, \( w_M: M^* \to \mathbb{Q} \) be the unique valuation on \( M \) for which \( w_M|_F = v \). For \( \alpha \in L^* \) we put \( w(\alpha) = w_M(\alpha) \) with \( M = F(\alpha) \). It is a straightforward Exercise to verify that \( w \) is a valuation on \( L \) and that \( w|_F = v \). If there were another valuation \( w' \) on \( L \) with the property \( w'|_F = v \), we would find \( \alpha \in L \) with \( w(\alpha) \neq w'(\alpha) \), and hence \( w|_{F(\alpha)} \) and \( w'|_{F(\alpha)} \) would be two distinct valuations on \( F(\alpha) \) with the property \( w|_F = w'|_F = v \). Therefore, there exists exactly one valuation \( w \) on \( L \) for which \( w|_F = v \). To show that \( L \) is Henselian we note that polynomials \( f(X) \in \mathcal{O}_w[X], g_0(X) \in \mathcal{O}_w[X], h_0(X) \in \mathcal{O}_w[X] \) belong in fact to \( \mathcal{O}_1[X] \), where \( \mathcal{O}_1 \) is the ring of integers for some finite subextension \( M/F \) in \( L/F \). Clearly, the polynomials \( \overline{g}_0(X), \overline{h}_0(X) \) are relatively prime in \( \overline{\mathcal{O}}_wM[X] \), hence there exist polynomials \( g(X), h(X) \in \mathcal{O}_1[X] \), such that \( f(X) = g(X)h(X), \overline{g}(X) = \overline{g}_0(X) \) and \( \overline{h}(X) = \overline{h}_0(X) \).

Corollary 2. Let \( F \) be a Henselian discrete valuation field, and let \( L/F \) be a finite separable extension. Let \( v \) be the valuation on \( F \) and \( w \) the extension of \( v \) to \( L \). Let \( e,f, \pi_w, \theta_1, \ldots, \theta_f \) be as in Proposition (2.4). Then \( \theta_i \pi_{w}^j \) is a basis of the \( F \)-space \( \mathcal{O}_v \) and of the \( \mathcal{O}_w \)-module \( \mathcal{O}_w \), with \( 1 \leq i \leq f, 0 \leq j \leq e - 1 \). In particular, if \( e = 1 \), then

\[
\mathcal{O}_w = \mathcal{O}_v \left[ \{ \theta_i \} \right], \quad L = F \left( \{ \theta_i \} \right),
\]

and if \( f = 1 \), then

\[
\mathcal{O}_w = \mathcal{O}_v \left[ \pi_w \right], \quad L = F \left( \pi_w \right).
\]

Proof. One can show, similarly to the proof of Lemma (2.3), that the elements \( \theta_i \pi_{w}^j \) for \( 1 \leq i \leq f, 0 \leq j \leq e - 1 \) are linearly independent over \( F \). As \( n = ef \), these elements form a basis of \( \mathcal{O}_w \) over \( \mathcal{O}_v \) and of \( L \) over \( F \).

Corollary 3. Let \( F \) be a Henselian discrete valuation field, and \( L/F \) a finite separable extension. Let \( w \) be the discrete valuation on \( L \) and \( \sigma: L \to F^{\text{alg}} \) an embedding over \( F \). Then \( w \circ \sigma^{-1} \) is the discrete valuation on \( \sigma L \) and \( \mathcal{M}_{\sigma L} = \sigma \mathcal{M}_L, \mathcal{O}_{\sigma L} = \sigma \mathcal{O}_L \).

Corollary 4. If \( F \) is a Henselian discrete valuation field, then Proposition (1.1), Corollary 3 and 4 of (1.3), and Lemma (1.4) hold for \( F \).

Proof. In terms of Proposition (1.1) we obtain that there exist polynomials \( g, h \in \hat{\mathcal{O}}[X] \) (where \( \hat{\mathcal{O}} \) is the ring of integers of \( \hat{F} \)), such that \( f = gh, \ g \equiv g_0 \mod \hat{\mathcal{M}}^{*+1}, \ h \equiv h_0 \mod \hat{\mathcal{M}}^{*+1}, \ \deg g = \deg g_0, \ \deg h = \deg h_0 \) (where \( \hat{\mathcal{M}} \) is the maximal ideal of \( \hat{\mathcal{O}} \)). Proceeding now analogously to the part (4) \( \Rightarrow \) (1) of the proof of Theorem (2.8), we conclude that \( g^{pm} \) and \( h^{pm} \) belong to \( \mathcal{O}[X] \) for some \( m \geq 0 \). As \( g_0(X), h_0(X) \)
are relatively prime in \( F[X] \) because \( R(g_0(X), h_0(X)) \neq 0 \), we obtain that \( g(X) = g_0(X), h(X) = h_0(X) \) and Proposition (1.3) holds for \( F \). Corollary 3 of (1.3) and Lemma (1.4) for \( F \) are formally deduced from the latter. 

**Remark.** Corollary 1 does not hold if the word “Henselian” is replaced by “complete”. For instance, if the maximal unramified extension of a complete discrete valuation field is of infinite degree over the field, then it is not complete (see Exercise 1 in the next section). However, it is always Henselian. The assertions in (2.8) show that many properties of complete discrete valuation fields are retained for Henselian valuation fields. For the valuation theory with more commutative algebra flavour see [Bou], [Rib], [E], [Ra].

The separable closure of \( F \) in \( \hat{F} \) is called the *Henselization* of \( F \) (this is a least Henselian field containing \( F \)). For example, the separable closure of \( \mathbb{Q} \) in \( \mathbb{Q}_p \) is a Henselian countable field with respect to the \( p \)-adic valuation.

**Exercises.**

1. a) In terms of Theorem (2.6) and remark 2 show that if \( \hat{H} \) is separable over \( F \) or \( L \) is separable over \( F \) and \( L \otimes_F \hat{F} \simeq \bigoplus_{w_i \mid v} \hat{L}_{w_i} \) with \( \hat{L}_{w_i} = \hat{F}(\alpha_i) \).

b) Let \( L \) be separable over \( F \). Show that \( |L:F| = \sum w_i \epsilon(w_i|v)f(w_i|v) \).

c) Show that \( |L:F| = p^m e(w|v)f(w|v) \) for some \( m \geq 0 \) if \( L \) is a finite extension of a Henselian discrete valuation field \( F \).

2. (E. Artin) Let \( \alpha_i \) be elements of \( \mathbb{Q}^{alg}_2 \) such that \( \alpha_1^2 = 2, \alpha_{i+1}^2 = \alpha_i \) for \( i \geq 1 \). Put \( F = \mathbb{Q}((\alpha_1, \alpha_2, \ldots)). \) Then the discrete 2-adic valuation is uniquely extended to \( F \). Let \( \hat{F} \) be its completion. Show that \( \hat{F}((\sqrt{-1})) / \hat{F} \) is of degree 2 and if \( w \) is the valuation on \( \hat{F}(\sqrt{-1}) \), then \( w(\sqrt{-1} - 1 - 2(\alpha_1^{-1} + \cdots + \alpha_m^{-1})) = (1 - 2^{-m-1})w(2) \). Then the index of ramification and the residue degree of \( \hat{F}(\sqrt{-1}) / \hat{F} \) are equal to 1.

3. a) Using Exercise 1 section 4 Ch. I show that there exists an element \( \alpha = \sum_{i \geq 0} \alpha_iX^i \in \mathbb{F}_p((X)) \) which is not algebraic over \( \mathbb{F}_p((X)) \).

b) Let \( \beta = \alpha^p \) and let \( F \) be the separable algebraic closure of \( \mathbb{F}_p((X))(\beta) \) in \( \mathbb{F}_p((X)) \). Show that \( F \) is dense in \( \mathbb{F}_p((X)) \) and Henselian. Let \( L = F(\alpha) \). Show that \( L/F \) is of degree \( p \), and that the index of ramification and the residue degree of \( L/F \) are equal to 1.

4. Let \( F \) be a field with a discrete valuation \( v \). Show that the following conditions are equivalent:

   (1) \( F \) is a Henselian discrete valuation field.

   (2) If \( f(X) = X^n + \alpha_{n-1}X^{n-1} + \cdots + \alpha_0 \) is an irreducible polynomial over \( F \) and \( \alpha_0 \in \mathbb{O} \), then \( \alpha_i \in \mathbb{O} \) for \( 0 \leq i \leq n - 1 \).

   (3) If \( f(X) = X^n + \alpha_{n-1}X^{n-1} + \cdots + \alpha_0 \) is an irreducible polynomial over \( F, n \geq 1, \alpha_{n-2}, \ldots, \alpha_0 \in \mathbb{O} \), then \( \alpha_{n-1} \in \mathbb{O} \).

   (4) If \( f(X) = X^n + \alpha_{n-1}X^{n-1} + \cdots + \alpha_0 \) is an irreducible polynomial over \( F, n \geq 1, \alpha_{n-2}, \ldots, \alpha_0 \in \mathbb{M}, \alpha_{n-1} \in \mathbb{O} \), then \( \alpha_{n-1} \in \mathbb{M} \).
(5) If \( f(X) \) is a monic polynomial with coefficients in \( \mathcal{O} \) and \( \overline{f}(X) \in \overline{F}[X] \) has a simple root \( \theta \in \overline{F} \), then there exists \( \alpha \in \mathcal{O} \) such that \( f(\alpha) = 0 \) and \( \pi = \theta \).

5. Let \( M \) be a complete field with respect to a surjective discrete valuation \( w: M^* \to \mathbb{Z} \). Let \( F \) be a subfield of \( M \) such that \( M/F \) is a finite Galois extension. For an element \( \alpha \in M \) denote by \( \mu(\alpha) \) the maximum \( w(\alpha - \sigma \alpha) \neq \infty \) over all \( \sigma \in \text{Gal}(M/F) \).

a) Prove Ostrowski’s Lemma: if \( L/F \) is a subextension of \( M/F \) and if an \( \alpha \in M \) satisfies \( \max_{\beta \in L} w(\alpha - \beta) > \mu(\alpha) \), then \( \alpha \in L \).

b) Prove that the algebraic closure of \( M \) is complete with respect to the extended valuation if and only if its degree over \( M \) is finite.

6. Let \( v \) be a discrete valuation on \( F \). Let \( w_c = w_v(\nu) \) be the discrete valuation on \( F(X) \) defined in Example 4 (2.3) Ch. I. Suppose that \( F \) is Henselian with respect to \( v \). Show that for an irreducible separable polynomial \( f(X) \in F[X] \) there exists an integer \( d \), such that if \( g(X) \in F[X] \), \( \deg g(X) = \deg f(X) \) and \( w_c(f(X) - g(X)) > d \), then \( g(X) \) is irreducible. In this case for every root \( \alpha \) of \( f(X) \) there is a root \( \beta \) of \( g(X) \) with \( F(\alpha) = F(\beta) \).

7. (F.K. Schmidt) Let \( F \) be a Henselian field with respect to nontrivial valuations \( v, v': F \to \mathbb{Q} \). Assume the topologies induced by \( v \) and \( v' \) are not equivalent (see (4.4) Ch. I).

a) Show that if \( v \) is discrete, then \( v' \) is not.

b) (Rim) By using an analogue of approximation Theorem (3.7) Ch. I. Show that if \( f(X) \) is an irreducible separable polynomial in \( F[X] \) of degree \( n > 1 \), then for positive integers \( c_1, c_2 \) there exists a polynomial \( g(X) \in F[X] \) with the property \( w_0(f(X) - g(X)) > c_1, w_0'(X^{n-1}(X - 1) - g(X)) > c_2 \), where \( w_0 = w_0(\nu) \) and \( w_0' = w_0(\nu') \) as in Exercise 6.

c) Deduce that \( F \) is separably closed.

3. Unramified and Ramified Extensions

In this section we look at two types of finite extensions of a Henselian discrete valuation field \( F \): unramified and totally ramified.

In view of Exercise 7 in the previous section the field \( F \) has the unique surjective discrete valuation \( F^* \to \mathbb{Z} \) with respect to which it is Henselian; we shall denote it from now on by \( v_F \).

Let \( L/F \) be an algebraic extension. If \( v_L \) is the unique discrete valuation on \( L \) which extends the valuation \( v = v_F \) on \( F \), then we shall write \( e(L/F), f(L/F) \) instead of \( e(v_L|v_F), f(v_L|v_F) \). We shall write \( \mathcal{O} \) or \( \mathcal{O}_F, \mathcal{M} \) or \( \mathcal{M}_F, U \) or \( U_F, \pi \) or \( \pi_F, \overline{F} \) for the ring of integers \( \mathcal{O}_v \), the maximal ideal \( \mathcal{M}_v \), the group of units \( U_v \), a prime element \( \pi_v \) with respect to \( v \), and the residue field \( \overline{F}_v \), respectively.

**Lemma.** Let \( L/F \) be a finite extension. Let \( \alpha \in \mathcal{O}_L \) and let \( f(X) \) be the monic irreducible polynomial of \( \alpha \) over \( F \). Then \( f(X) \in \mathcal{O}_F[X] \). Conversely, let \( f(X) \) be a monic polynomial with coefficients in \( \mathcal{O}_F \). If \( \alpha \in L \) is a root of \( f(X) \), then \( \alpha \in \mathcal{O}_L \).
II. Extensions of Discrete Valuation Fields

Proof. It is well known that \( \beta = \alpha^p \) is separable over \( F \) for some \( m \geq 0 \) (see [La1, sect. 4 Ch. VIII]). Let \( M \) be a finite Galois extension of \( F \) with \( \beta \in M \). Then, in fact, \( \beta \in \mathcal{O}_M \) and the monic irreducible polynomial \( g(X) \) of \( \beta \) over \( F \) can be written as

\[
g(X) = \prod_{i=1}^{r}(X - \sigma_i \beta), \quad \sigma_i \in \text{Gal}(M/F), \quad \sigma_1 = 1.
\]

Since \( \beta \in \mathcal{O}_M \) we get \( \sigma_i \beta \in \mathcal{O}_M \) using Corollary 3 of (2.9). Hence we obtain \( g(X) \in \mathcal{O}_F[X] \) and \( f(X) = g(X^p) \in \mathcal{O}_F[X] \). If \( \alpha \in L \) is a root of the polynomial \( f(X) = X^n + a_{n-1}X^{n-1} + \cdots + a_0 \in \mathcal{O}_F[X] \) and \( \alpha \notin \mathcal{O}_L \), then \( 1 = -a_{n-1}^{-1} - \cdots - a_0 \in \mathcal{M}_L \), contradiction. Thus, \( \alpha \in \mathcal{O}_L \). \( \square \)

A finite extension \( L \) of a Henselian discrete valuation field \( F \) is called unramified if \( L/F \) is a separable extension of the same degree as \( L/F \). A finite extension \( L/F \) is called totally ramified if \( f(L/F) = 1 \). A finite extension \( L/F \) is called tamely ramified if \( L/F \) is a separable extension and \( p \nmid e(L/F) \) when \( p = \text{char}(F) > 0 \).

We deduce by Lemma (2.3) that \( e(L/F) = 1, f(L/F) = |L:F| \) if \( L/F \) is unramified.

(3.2). First we treat the case of unramified extensions.

Proposition.

1. Let \( L/F \) be an unramified extension, and \( \mathcal{L} = \mathcal{F}(\theta) \) for some \( \theta \in \mathcal{L} \). Let \( \alpha \in \mathcal{O}_L \) be such that \( \overline{\alpha} = \theta \). Then \( L = F(\alpha) \), and \( L \) is separable over \( F \). \( \mathcal{O}_L = \mathcal{O}_F[\alpha] \); \( \theta \) is a simple root of the polynomial \( \overline{f}(X) \) irreducible over \( \mathcal{F} \), where \( f(X) \) is the monic irreducible polynomial of \( \alpha \) over \( F \).

2. Let \( f(X) \) be a monic polynomial over \( \mathcal{O}_F \), such that its residue is a monic separable polynomial over \( \mathcal{F} \). Let \( \alpha \) be a root of \( f(X) \) in \( F_{\text{alg}} \), and let \( L = F(\alpha) \). Then the extension \( L/F \) is unramified and \( \mathcal{L} = \mathcal{F}(\theta) \) for \( \theta = \overline{\alpha} \).

Proof. (1) By the preceding Lemma \( f(X) \in \mathcal{O}_F[X] \). We have \( f(\alpha) = 0 \) and \( \overline{f}(\alpha) = 0 \), \( \deg f(X) = \deg \overline{f}(X) \). Furthermore,

\[
|L:F| \geq |F(\alpha):F| = \deg f(X) = \deg \overline{f}(X) \geq |\mathcal{F}(\theta):\mathcal{F}| = |L:F|.
\]

It follows that \( L = F(\alpha) \) and \( \theta \) is a simple root of the irreducible polynomial \( \overline{f}(X) \). Therefore, \( \overline{f}(\theta) \neq 0 \) and \( f(\alpha) \neq 0 \), i.e., \( \alpha \) is separable over \( F \). It remains to use Corollary 2 of (2.9) to obtain \( \mathcal{O}_L = \mathcal{O}_F[\alpha] \).

(2) Let \( f(X) = \prod_{i=1}^{n} f_i(X) \) be the decomposition of \( f(X) \) into irreducible monic factors in \( F[X] \). Lemma (2.8) shows that \( f_i(X) \in \mathcal{O}_F[X] \). Suppose that \( \alpha \) is a root of \( f_1(X) \). Then \( g_1(X) = \overline{f_1}(X) \) is a monic separable polynomial over \( \mathcal{F} \). The Henselian property of \( F \) implies that \( g_1(X) \) is irreducible over \( \mathcal{F} \). We get \( \alpha \in \mathcal{O}_L \).
by Lemma (3.1). Since \( \theta = \alpha \in \overline{L} \), we obtain \( \overline{L} \supset \overline{F(\theta)} \) and

\[
\deg f_1(X) = |L : F| \geq |L : F| \geq |\overline{F(\theta)} : F| = \deg g_1(X) = \deg f_1(X).
\]

Thus, \( \overline{L} = \overline{F(\theta)} \), and \( L/F \) is unramified. \( \square \)

**Corollary.**

1. If \( L/F, M/L \) are unramified, then \( M/F \) is unramified.
2. If \( L/F \) is unramified, \( M \) is an algebraic extension of \( F \) and \( M \) is the discrete valuation field with respect to the extension of the valuation of \( F \), then \( ML/M \) is unramified.
3. If \( L_1/F, L_2/F \) are unramified, then \( L_1L_2/F \) is unramified.

**Proof.** (1) follows from Lemma (2.1).

To verify (2) let \( L = F(\alpha) \) with \( \alpha \in \mathcal{O}_L \), \( f(X) \in \mathcal{O}_F[X] \) as in the first part of the Proposition. Then \( \alpha \notin \mathcal{M}_L \) because \( \overline{L} = \overline{F(\alpha)} \). Observing that \( ML = M(\alpha) \), we denote the irreducible monic polynomial of \( \alpha \) over \( M \) by \( f_1(X) \). By the Henselian property of \( M \) we obtain that \( \overline{f_1}(X) \) is a power of an irreducible polynomial over \( \overline{M} \). However, \( \overline{f_1}(X) \) divides \( \overline{f}(X) \), hence \( \overline{f_1}(X) \) is irreducible separable over \( \overline{M} \). Applying the second part of the Proposition, we conclude that \( ML/M \) is unramified.

(3) follows from (1) and (2). \( \square \)

An algebraic extension \( L \) of a Henselian discrete valuation field \( F \) is called **unramified** if \( L/F, \overline{L}/\overline{F} \) are separable extensions and \( e(w|v) = 1 \), where \( v \) is the discrete valuation on \( F \), and \( w \) is the unique extension of \( v \) on \( L \).

The third assertion of the Corollary shows that the compositum of all finite unramified extensions of \( F \) in a fixed algebraic closure \( F^{\text{alg}} \) of \( F \) is unramified. This extension is a Henselian discrete valuation field (it is not complete in the general case, see Exercise 1). It is called the **maximal unramified extension** \( F'^{\text{ur}} \) of \( F \). Its maximality implies \( \sigma F'^{\text{ur}} = F'^{\text{ur}} \) for any automorphism of the separable closure \( F'^{\text{sep}} \) over \( F \). Thus, \( F'^{\text{ur}}/F \) is Galois.

(3.3). **Proposition.**

1. Let \( L/F \) be an unramified extension and let \( \overline{L}/\overline{F} \) be a Galois extension. Then \( L/F \) is Galois.
2. Let \( L/F \) be an unramified Galois extension. Then \( \overline{L}/\overline{F} \) is Galois. For an automorphism \( \sigma \in \text{Gal}(L/F) \) let \( \overline{\sigma} \) be the automorphism in \( \text{Gal}(\overline{L}/\overline{F}) \) satisfying the relation \( \overline{\sigma} \alpha = \overline{\sigma \alpha} \) for every \( \alpha \in \mathcal{O}_L \). Then the map \( \sigma \to \overline{\sigma} \) induces an isomorphism of \( \text{Gal}(L/F) \) onto \( \text{Gal}(\overline{L}/\overline{F}) \).
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Proof. (1) It suffices to verify the first assertion for a finite unramified extension \( L/F \). Let \( L/F \) be an algebraic extension of \( F \), and let \( g(X) \) be the irreducible monic polynomial of \( \theta \) over \( \overline{F} \). Then

\[
g(X) = \prod_{i=1}^{n} (X - \theta_i),
\]

with \( \theta_i \in \overline{L}, \theta_1 = \theta \). Let \( f(X) \) be a monic polynomial over \( \mathcal{O}_F \) of the same degree as \( g(X) \) and \( \overline{f}(X) = g(X) \). The Henselian property (Corollary 2 in (1.2)) implies

\[
f(X) = \prod_{i=1}^{n} (X - \alpha_i),
\]

with \( \alpha_i \in \mathcal{O}_L, \alpha_i = \theta_i \). Proposition (3.2) shows that \( L = F(\alpha_j) \), and we deduce that \( L/F \) is Galois.

(2) Note that the automorphism \( \sigma \) is well defined. Indeed, if \( \beta \in \mathcal{O}_L \) with \( \overline{\beta} = \alpha \), then \( \sigma(\alpha - \beta) \in M \) by Corollary 3 in (2.9) and \( \overline{\sigma \alpha} = \overline{\beta} \). It suffices to verify the second assertion for a finite unramified Galois extension \( L/F \). Let \( \theta, f(X) \) be as in the first part of Proposition (3.2). Since all roots of \( f(X) \) belong to \( L \), we obtain that all roots of \( \overline{f}(X) \) belong to \( \overline{L} \) and \( \overline{L}/\overline{F} \) is Galois. The isomorphism \( \text{Gal}(\overline{L}/\overline{F}) \to \text{Gal}(\overline{L}/\overline{F}) \) defined by \( \sigma \to \overline{\sigma} \) is surjective because the condition \( \overline{\sigma \theta} = \theta_i \) implies \( \sigma \alpha = \alpha_i \) for the root \( \alpha_i \) of \( f(X) \) with \( \overline{\alpha_i} = \theta_i \). Since \( \text{Gal}(\overline{L}/\overline{F}) \) are of the same order, we conclude that \( \text{Gal}(\overline{L}/\overline{F}) \) is isomorphic to \( \text{Gal}(\overline{L}/\overline{F}) \).

Corollary. The residue field of \( F^{\text{ur}} \) coincides with the separable closure \( \overline{F}^{\text{sep}} \) of \( \overline{F} \) and \( \text{Gal}(F^{\text{ur}}/F) \simeq \text{Gal}(\overline{F}^{\text{sep}}/\overline{F}) \).

Proof. Let \( \theta \in \overline{F}^{\text{sep}} \), let \( g(X) \) be the monic irreducible polynomial of \( \theta \) over \( \overline{F} \), and \( f(X) \) as in the second part of Proposition (3.2). Let \( \{\alpha_i\} \) be all the roots of \( f(X) \) and \( L = F(\{\alpha_i\}) \). Then \( L \subset F^{\text{ur}} \) and \( \theta = \overline{\alpha_i} \in \overline{F}^{\text{ur}} \) for a suitable \( i \). Hence, \( \overline{F}^{\text{ur}} = \overline{F}^{\text{sep}} \).

(3.4) Let \( L \) be an algebraic extension of \( F \), and let \( L \) be a discrete valuation field. We will assume that \( F^{\text{alg}} = L^{\text{alg}} \) in this case.

Proposition. Let \( L \) be an algebraic extension of \( F \) and let \( L \) be a discrete valuation field. Then \( L^{\text{ur}} = LF^{\text{ur}} \), and \( L_0 = L \cap F^{\text{ur}} \) is the maximal unramified subextension of \( F \) which is contained in \( L \). Moreover, \( L/L_0 \) is a purely inseparable extension.

Proof. The second part of Corollary (3.2) implies \( L^{\text{ur}} \supset LF^{\text{ur}} \). Since the residue field of \( LF^{\text{ur}} \) contains the compositum of the fields \( \overline{L} \) and \( \overline{F}^{\text{sep}} \), which coincides with \( \overline{L}^{\text{sep}} \) because \( \overline{L}/\overline{F} \) is algebraic, we deduce \( L^{\text{ur}} = LF^{\text{ur}} \). An unramified subextension of \( F \) in \( L \) is contained in \( L_0 \), and \( L_0/F \) is unramified. Let \( \theta \in L \) be separable over \( \overline{F} \),
and let \( g(X) \) be the monic irreducible polynomial of \( \theta \) over \( \overline{F} \). Let \( f(X) \) be a monic polynomial with coefficients in \( \mathcal{O}_F \) of the same degree as \( g(X) \), and \( \overline{f}(X) = g(X) \). Then there exists a root \( \alpha \in \mathcal{O}_L \) of the polynomial \( f(X) \) with \( \overline{\alpha} = \theta \) because of the Henselian property. Proposition (3.2) shows that \( F(\alpha)/F \) is unramified, and hence \( \theta \in \mathcal{T}_0. \)

**Corollary.** Let \( L \) be a finite separable (resp. finite) extension of a Henselian (resp. complete) discrete valuation field \( F \), and let \( \overline{L}/\overline{F} \) be separable. Then \( L \) is a totally ramified extension of \( L_0, \ L^{ur} \) is totally ramified extension of \( F^{ur} \), and \( |L : L_0| = [L^{ur} : F^{ur}] \).

**Proof.** Theorem (2.8) and Proposition (2.4) show that \( f(L)|L_0) = 1, \) and \( e(L)|L_0) = |L : L_0| \). Lemma (2.1) implies \( e(L^{ur}|F^{ur}) = e(L^{ur}|F) = e(L|L_0) \). Since \( |L : L_0| \geq |L^{ur} : F^{ur}| \), we obtain that \( |L : L_0| = |L^{ur} : F^{ur}|, e(L^{ur}|F^{ur}) = [L^{ur} : F^{ur}] \), and \( f(L^{ur}|F^{ur}) = 1. \)

(3.5). We treat the case of tamely ramified extensions.

**Proposition.**

1. Let \( L \) be a finite separable (resp. finite) tamely ramified extension of a Henselian (resp. complete) discrete valuation field and let \( L_0/F \) be the maximal unramified subextension in \( L/F \). Then \( L = L_0(\pi) \) and \( \mathcal{O}_L = \mathcal{O}_L[\pi] \) with a prime element \( \pi \) in \( L \) satisfying the equation \( X^e - \pi_0 = 0 \) for some prime element \( \pi_0 \) in \( L_0 \), where \( e = e(L|F) \).

2. Let \( L_0/F \) be a finite unramified extension, \( L = L_0(\alpha) \) with \( \alpha^e = \beta \in L_0 \). Let \( p \nmid e \) if \( p = \text{char}(\overline{F}) > 0 \). Then \( L/F \) is separable tamely ramified.

**Proof.**

1. The Corollary of Proposition (3.4) shows that \( L/L_0 \) is totally ramified.

   Let \( \pi_1 \) be a prime element in \( L_0 \), then \( \pi_1 = \pi_L^{e} \varepsilon \) for a prime element \( \pi_L \) in \( L \) and \( \varepsilon \in U_L \) according to (2.3). Since \( L = \mathcal{T}_0 \), there exists \( \eta \in \mathcal{O}_{L_0} \) such that \( \overline{\eta} = \varepsilon. \)

   Hence \( \pi_1 \eta^{-1} = \pi_L^{e} \rho \) for the principal unit \( \rho = \varepsilon \eta^{-1} \in \mathcal{O}_L \). For the polynomial \( f(X) = X^e - \rho \) we have \( f(1) \in M_L, \ f'(1) = e. \) Now Corollary 2 of (1.2) shows the existence of an element \( \nu \in \mathcal{O}_L \) with \( \nu^e = \rho, \ \overline{\nu} = 1. \) Therefore, \( \pi = \pi_1 \eta^{-1}, \pi_0 = \pi_L \nu \) are the elements desired for the first part of the Proposition. It remains to use Corollary 2 of (2.9).

2. Let \( \beta = \pi_1^{e} \varepsilon \) for a prime element \( \pi_1 \) in \( L_0 \) and a unit \( \varepsilon \in U_{L_0}. \) The polynomial \( g(X) = X^e - \varepsilon \) is separable in \( \mathcal{T}_0[X] \) and we can apply Proposition (3.2) to \( f(X) = X^e - \varepsilon \) and a root \( \eta \in F^{\text{sep}} \) of \( f(X) \). We deduce that \( L_0(\eta)/L_0 \) is unramified and hence it suffices to verify that \( M/M_0 \) for \( M = L(\eta), M_0 = L_0(\eta) \), is tamely ramified. We get \( M = M_0(\alpha_1) \) with \( \alpha_1 = \alpha_0 \eta^{-1}, \ \alpha_1^{e} = \pi_1^{e} \). Put \( d = \text{g.c.d.}(e, a). \) Then \( M \subset M_0(\alpha_2, \zeta) \) with \( \alpha_2^{e/d} = \pi_1^{a/d} \) and a primitive \( e \) th root \( \zeta \) of unity. Since
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the extension $M_0(\zeta)/M_0$ is unramified (this can be verified by the same arguments as above), $\pi_1$ is a prime element in $M_0(\zeta)$. Let $v$ be the discrete valuation on $M_0(\alpha_2, \zeta)$. Then $(a/d)v(\pi_1) \in (e/d)\mathbb{Z}$ and $v(\pi_1) \in (e/d)\mathbb{Z}$, because $a/d$ and $e/d$ are relatively prime. This shows that $e(M_0(\alpha_2, \zeta) \mid M_0(\zeta)) \geq e/d$. However, $|M_0(\zeta, \alpha_2) : M_0(\zeta)| \leq e/d$, and we conclude that $M_0(\zeta, \alpha_2)/M_0(\zeta)$ is tamely and totally ramified. Thus, $M_0(\zeta, \alpha_2)/M_0$ and $M/M_0$ are tamely ramified extensions.

**Corollary.**

(1) If $L/F, M/L$ are separable tamely ramified, then $M/F$ is separable tamely ramified.

(2) If $L/F$ is separable tamely ramified, $M/F$ is an algebraic extension, and $M$ is discrete, then $ML/M$ is separably tamely ramified.

(3) If $L_1/F, L_2/F$ are separable tamely ramified, then $L_1L_2/F$ is separably tamely ramified.

If $F$ is complete, then all the assertions hold without the assumption of separability.

**Proof.** It is carried out similarly to the proof of Corollary (3.2). To verify (2) one can find the maximal unramified subextension $L_0/F$ in $L/F$. Then it remains to show that $ML/ML_0$ is tamely ramified. Put $L = L_0(\pi)$ with $\pi^e = \pi_0$. Then we get $ML = ML_0(\pi)$, and the second part of the Proposition yields the required assertion.

(3.6). Finally we treat the case of totally ramified extensions. Let $F$ be a Henselian discrete valuation field. A polynomial

$$f(X) = X^n + a_{n-1}X^{n-1} + \cdots + a_0 \quad \text{over } \mathfrak{O}$$

is called an **Eisenstein polynomial** if

$$a_0, \ldots, a_{n-1} \in M, \quad a_0 \notin M^2.$$

**Proposition.**

(1) The Eisenstein polynomial $f(X)$ is irreducible over $F$. If $\alpha$ is a root of $f(X)$, then $F(\alpha)/F$ is a totally ramified extension of degree $n$, and $\alpha$ is a prime element in $F(\alpha)$, $\mathfrak{O}_{F(\alpha)} = \mathfrak{O}_{F}[\alpha]$.

(2) Let $L/F$ be a separable totally ramified extension of degree $n$, and let $\pi$ be a prime element in $L$. Then $\pi$ is a root of an Eisenstein polynomial over $F$ of degree $n$.

**Proof.** (1) Let $\alpha$ be a root of $f(X)$, $L = F(\alpha)$, $e = e(L/F)$. Then

$$nv_L(\alpha) = v_L \left( \sum_{i=0}^{n-1} a_i \alpha^i \right) \geq \min_{0 \leq i \leq n-1} (ev_F(a_i) + iv_L(\alpha)),$$
where \( v_F \) and \( v_L \) are the discrete valuations on \( F \) and \( L \). It follows that \( v_L(\alpha) > 0 \). Since \( ev_F(a_0) < ev_F(a_i) + iv_L(\alpha) \) for \( i > 0 \), one has \( nv_L(\alpha) = ev_F(a_0) = e \). Lemma (2.3) implies \( v_L(\alpha) = 1, n = e, f = 1, \) and \( \mathcal{O}_L = \mathcal{O}_F[\alpha] \) similarly to Corollary 2 of (2.9).

(2) Let \( \pi \) be a prime element in \( L \). Then \( L = F(\pi) \) by Corollary 2 of (2.9). Let

\[
f(X) = X^n + a_{n-1}X^{n-1} + \cdots + a_0
\]

be the irreducible polynomial of \( \pi \) over \( F \). Then

\[
n = e, \quad nv_L(\pi) = \min_{0 \leq i \leq n-1} (nv_F(a_i) + i),
\]

hence \( v_F(a_i) > 0 \), and \( n = nv_F(a_0), \ v_F(a_0) = 1 \).

\( \square \)

**Exercises.**

1. a) Let \( \pi \) be a prime element in \( F \), and let \( F_{\text{sep}} \) be of infinite degree over \( F \) (e.g. \( F = \mathbb{F}_p, F = \mathbb{Q}_p \)). Let \( F_i \) be finite unramified extensions of \( F, \ F_i \subset F_j, \ F_i \not\subset F_j \) for \( i < j \). Put

\[
\alpha_n = \sum_{i=1}^{n} \theta_i \pi^i,
\]

where \( \theta_i \in \mathcal{O}_{F_{(i+1)}} \not\in \mathcal{O}_{F_i} \). Show that the sequence \( \{\alpha_n\}_{n \geq 0} \) is a Cauchy sequence in \( F_{\text{ur}} \), but \( \lim \alpha_n \not\in F_{\text{ur}} \).

b) Show that \( F_{\text{sep}} \) is not complete, but the completion \( C \) of \( F_{\text{sep}} \) is separably closed (use Exercise 5b section 2).

2. a) Let \( L_1, L_2 \) be finite extensions of \( F \) and let \( \overline{L_1} / \overline{F}, \overline{L_2} / \overline{F} \) be separable. Show that \( \overline{L_1} \cap \overline{L_2} = \overline{L_1 \cap L_2} \).

b) Does \( \overline{L_1} \cap \overline{L_2} = \overline{L_1 \cap L_2} \) hold without the assumption of the residue fields?

c) Prove or refute: if \( L_1, L_2 \) are finite extensions of \( F \) and \( \overline{L_1}, \overline{L_2} \) are separable extensions of \( \overline{F} \), then \( \overline{L_1 \cap L_2} = \overline{L_1 \cap L_2} \).

3. Show that in general the compositum of two totally (totally tamely) ramified extensions is not a totally (totally tamely) ramified extension.

4. Let \( L \) be a finite extension of \( F \).

a) Show that if \( \mathcal{O}_L = \mathcal{O}_F[\alpha] \) with \( \alpha \in \mathcal{O}_L \), then \( \overline{L} = \overline{F(\alpha)} \).

b) Find an example: \( L = F(\alpha) \) with \( \alpha \in \mathcal{O}_L \) and \( \overline{L} \not\subset \overline{F(\alpha)} \).

5. Let \( L \) be a finite separable extension of \( F \) and let \( \overline{L} / \overline{F} \) be separable. Let \( \overline{\theta} = \overline{F(\theta)} \), let \( g(X) \in \overline{F}[X] \) be the monic irreducible polynomial of \( \theta \) over \( \overline{F} \) and let \( f(X) \in \mathcal{O}_F[X] \) be the monic polynomial of the same degree such that \( \overline{f}(X) = g(X) \). Let \( \alpha \in \mathcal{O}_L \) be such that \( \pi = \theta \). Show that \( \mathcal{O}_L = \mathcal{O}_F[\alpha] \) if \( f(\alpha) \) is a prime element in \( L \), and \( \mathcal{O}_L = \mathcal{O}_F[\alpha + \pi] \) otherwise, where \( \pi \) is a prime element in \( L \).

6. Let \( L \) be a separable totally ramified extension of \( F \), and \( \pi \) a prime element in \( L \). Show that \( f(X) = N_{L/F}(X - \pi) = \prod(X - \sigma_i \pi) \) is the Eisenstein polynomial of \( \pi \) over \( F \).
4. Galois Extensions

We study Galois extensions of Henselian discrete valuation fields and introduce a ramification filtration on the Galois group. Ramification theory was first studied by R. Dedekind and D. Hilbert. In this section \( F \) is a Henselian discrete valuation field.

\((4.1). \) **Lemma.** Let \( L \) be a finite Galois extension of \( F \). Then \( v \circ \sigma = v \) for the discrete valuation \( v \) on \( L \) and \( \sigma \in \text{Gal}(L/F) \). If \( \pi \) is a prime element in \( L \), then \( \sigma \pi \) is a prime element and \( \sigma \mathcal{O}_L = \mathcal{O}_L, \ \sigma \mathcal{M}_L = \mathcal{M}_L \).

**Proof.** It follows from Corollary 3 of (2.9).

**Proposition.** Let \( L \) be a finite Galois extension of \( F \) and let \( L_0/F \) be the maximal unramified subextension in \( L/F \). Then \( L_0/F \) and \( L_0/F \) are Galois, and the map \( \sigma \mapsto \sigma \) defined in Proposition (3.3) induces the surjective homomorphism \( \text{Gal}(L/F) \rightarrow \text{Gal}(L_0/F) \rightarrow \text{Gal}(L_0/F) \). If, in addition, \( L/F \) is separable, then \( L = L_0 \) and \( L/F \) is Galois, and \( L/F \) is totally ramified.

The extension \( L/F \) is Galois and the group \( \text{Gal}(L/F) \) is isomorphic with \( \text{Gal}(L/F) \times \text{Gal}(L/F) \), and

\[ \text{Gal}(L/F) \simeq \text{Gal}(L/F) \times \text{Gal}(L/F) \]

**Proof.** Recall that in (3.4) we got an agreement \( F_{\text{alg}} = L_{\text{alg}} \). Let \( \sigma \in \text{Gal}(L/F) \). Corollary 3 of (2.9) implies that \( \sigma L_0 \) is unramified over \( F \), hence \( L_0 = \sigma L_0 \) and \( L_0/F \) is Galois. The surjectivity of the homomorphism \( \text{Gal}(L/F) \rightarrow \text{Gal}(L_0/F) \) follows from Proposition (3.3). Since \( L/F \) and \( F/F \) are Galois extensions, we obtain that \( L/F \) is a Galois extension. Then \( L/F \) by Proposition (3.4). The remaining assertions are easily deduced by Galois theory.

Thus, a Galois extension \( L/F \) induces the Galois extension \( L/F \). The converse statement can be formulated as follows.

\((4.2). \) **Proposition.** Let \( M \) be a finite extension of \( F \) of degree \( n \). Then there exist a finite unramified extension \( L_0 \) of \( F \) and an extension \( L/F \) of degree \( n \) such that \( L \cap F/F = L_0 \), \( L/F = F \). If \( M/F \) is separable (Galois) then one can find \( L_0 \) and \( L \) such that \( L/F \) is separable (Galois).

**Proof.** Assume that \( L_0 \) is a finite unramified extension of \( F \), \( L \) is a finite extension of \( L_0 \) of the same degree as \( M/F \) and \( M = L/F \). Then for a finite unramified extension \( N_0 \) of \( L_0 \) and \( N = N_0 L \) we get \( |M : F| \leq |N : N_0| \leq |L : L_0| \), hence \( |N : N_0| = |L : L_0| \) and \( |N : L| = |N_0 : L_0| \). This shows \( L \cap F/F = L_0 \) and \( L_0, L \) are such as desired. Moreover, \( N_0, N \) are also valid for the Proposition. Therefore, it suffices to consider a case of \( M = F \).
Let $f(X) \in F^{ur}[X]$ be the irreducible monic polynomial of $\alpha$ over $F^{ur}$. In fact, its coefficients belong to some finite subextension $L_0/F$ in $F^{ur}/F$. Put $L = L_0(\alpha)$. Then $f(X)$ is irreducible over $L_0$. $L$ is the finite extension of $L_0$ of the same degree as $M/F^{ur}$ and $M = LF^{ur}$. This proves the first assertion of the Proposition. If $\alpha$ is separable over $F^{ur}$, then it is separable over $L_0$. If $M/F^{ur}$ is a Galois extension, then $M = F^{ur}(\alpha)$ for a suitable $\alpha$ and $\sigma_i(\alpha)$ for $\sigma_i \in \text{Gal}(M/F^{ur})$ can be expressed as polynomials in $\alpha$ with coefficients in $F^{ur}$. All these coefficients belong to some finite extension $L_0'$ of $L_0$ in $F^{ur}$. The pair $L_0'$, $L' = L_0'(\alpha)$ is the desired one.

**Corollary.** If $\overline{M} = F^{ur}$, then $L/L_0$ and $M/F^{ur}$ are totally ramified.

**Proof.** It follows from Proposition (3.4).

(4.3) Let $L$ be a finite Galois extension of $F$, $G = \text{Gal}(L/F)$. Put

$$G_i = \{\sigma \in G : \sigma \alpha - \alpha \in M_L^{i+1} \text{ for all } \alpha \in O_L\}, \quad i \geq -1.$$  

Then $G_{-1} = G$ by Lemma (4.1) and $G_{i+1}$ is a subset of $G_i$.

Let $v_L$ be the discrete valuation of $L$. For a real number $x$ define
$$G_x = \{\sigma \in G : v_L(\sigma \alpha - \alpha) \geq x + 1 \text{ for all } \alpha \in O_L\}.$$  

Certainly each of $G_x$ is equal to $G_i$ with the least integer $i \geq x$.

**Lemma.** $G_i$ are normal subgroups of $G$.

**Proof.** Let $\sigma \in G_i$, $\alpha \in O_L$. Then $\sigma \alpha - \alpha \in M_L^{i+1}$. Hence $\alpha - \sigma^{-1}(\alpha) \in \sigma^{-1}(M_L^{i+1}) = M_L^{i+1}$ by Lemma (4.1), i.e., $\sigma^{-1} \in G_i$. Let $\sigma, \tau \in G_i$. Then
$$\sigma \tau(\alpha) - \alpha = \sigma(\tau(\alpha) - \alpha) + \sigma(\alpha) - \alpha \in M_L^{i+1},$$

i.e., $\sigma \tau \in G_i$. Furthermore, let $\sigma \in G_i$, $\tau \in G$. Then $\tau(\alpha) \in O_L$ for $\alpha \in O_L$ and $\sigma(\tau(\alpha)) - \tau(\alpha) \in M_L^{i+1}$, $\tau^{-1} \sigma(\alpha) - \alpha \in M_L^{i+1}$, $\tau^{-1} \sigma \tau \in G_i$.

The groups $G_x$ are called (lower) ramification groups of $G = \text{Gal}(L/F)$.

**Proposition.** Let $L$ be a finite Galois extension of $F$, and let $\overline{L}$ be a separable extension of $\overline{F}$. Then $G_0 = \text{Gal}(L/L_0)$ and the $i$th ramification groups of $G_0$ and $G$ coincide for $i \geq 0$. Moreover,

$$G_i = \left\{\sigma \in G_0 : \sigma \pi - \pi \in M_L^{i+1}\right\}$$

for a prime element $\pi$ in $L$, and $G_i = \{1\}$ for sufficiently large $i$. 
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Proof. Note that $\sigma \in G_0$ if and only if $\sigma \in \text{Gal}(\overline{L}/\overline{F})$ is trivial. Then $G_0$ coincides with the kernel of the homomorphism $\text{Gal}(L/F) \to \text{Gal}(\overline{L}/\overline{F})$. Proposition (4.1) and Proposition (3.3) imply that this kernel is equal to $\text{Gal}(L/L_0)$. Since $G_i$ is a subgroup of $G_0$ for $i \geq 0$, we get the assertion on the $i$th ramification group of $G_0$. Finally, using Corollary 2 of (2.9) we obtain $\mathcal{O}_L = \mathcal{O}_{L_0}[\pi]$. Let

$$\alpha = \sum_{i=0}^{n} a_i \pi^i$$

be an expansion of $\alpha \in \mathcal{O}_L$ with coefficients in $\mathcal{O}_{L_0}$. As $\sigma a_i = a_i$ for $\sigma \in G_0$ it follows that

$$\sigma \alpha - \alpha = \sum_{i=0}^{n} a_i \left(\sigma(\pi^i) - \pi^i\right).$$

Now we deduce the description of $G_i$, since $\sigma(\pi^i) - \pi^i \in G_i$. If $i \geq \max\{v_L(\sigma \pi - \pi) : \sigma \in G_i\}$, then $G_i = \{1\}$. \qed

The group $G_0$ is called the inertia group of $G$, and the field $L_0$ is called the inertia subfield of $L/F$.

(4.4). Proposition. Let $L$ be a finite Galois extension of $F$, $\mathcal{L}$ a separable extension of $\overline{F}$, and $\pi$ a prime element in $L$. Introduce the maps

$$\psi_0 : G_0 \to \mathcal{L}^*, \quad \psi_i : G_i \to \mathcal{L} \quad (i > 0)$$

by the formulas $\psi_i(\sigma) = \lambda_i(\sigma \pi/\pi)$, where the maps

$$\lambda_0 : U_L \to \mathcal{L}^*, \quad \lambda_i : 1 + M_{i+1}^* L \to \mathcal{L}$$

were defined in Proposition (5.4) Ch. I. Then $\psi_i$ is a homomorphism with the kernel $G_{i+1}$ for $i \geq 0$.

Proof. The proof follows from the congruence

$$\frac{\sigma \tau(\pi)}{\pi} \equiv \sigma \left(\frac{\tau \pi}{\pi}\right) \cdot \frac{\sigma \pi}{\pi} \cdot \frac{\tau \pi}{\pi} \cdot \frac{\sigma \pi}{\pi} \mod U_{i+1}$$

for $\sigma, \tau \in G_i$ and Proposition (5.4) Ch. I. The kernel of $\psi_i$ consists of those automorphisms $\sigma \in G_i$, for which $\sigma \pi/\pi \in 1 + M_{i+1}^*$, i.e., $\sigma \pi - \pi \in M_{i+2}^*$. \qed

Corollary 1. Let $L$ be a finite Galois extension of $F$, and $\mathcal{L}$ a separable extension of $\overline{F}$. If $\text{char}(\overline{F}) = 0$, then $G_1 = \{1\}$ and $G_0$ is cyclic. If $\text{char}(\overline{F}) = p > 0$, then the group $G_0/G_1$ is cyclic of order relatively prime to $p$. $G_i/G_{i+1}$ are abelian $p$-groups, and $G_1$ is the maximal $p$-subgroup of $G_0$. \qed
Proof. The previous Proposition permits us to transform the assertions of this Corollary into the following: a finite subgroup in $L^*$ is cyclic (of order relatively prime to $\text{char}(L)$ when $\text{char}(L) \neq 0$); there are no nontrivial finite subgroups in the additive group of $L$ if $\text{char}(L) = 0$; if $\text{char}(L) = p > 0$ then a finite subgroup in $L$ is a $p$-group.

Corollary 2. Let $L$ be a finite Galois extension of $F$ and $\overline{L}$ a separable extension of $F$. Then the group $G_1$ coincides with $\text{Gal}(L/L_1)$, where $L_1/F$ is the maximal tamely ramified subextension in $L/F$.

Proof. The extension $L_1/L_0$ is totally ramified by Proposition (4.1) and is the maximal subextension in $L/L_0$ of degree relatively prime with $\text{char}(F)$. Now Corollary 1 implies $G_1 = \text{Gal}(L/L_1)$.

Corollary 3. Let $L$ be a finite Galois extension of $F$ and $\overline{L}$ a separable extension of $F$. Then $G_0$ is a solvable group. If, in addition, $L/F$ is a solvable extension, then $L/F$ is solvable.

Proof. It follows from Corollary 1.

Remark. $G_0$ is solvable in the case of an inseparable extension $L/F$; see Exercise 2.

(4.5). Definition. Let $L/F$ be a finite Galois extension with separable residue field extension; let $G = \text{Gal}(L/F)$. Integers $i$ such that $G_i \neq G_{i+1}$ are called ramification numbers of $L/F$ or lower ramification jumps of $L/F$.

One of the first properties of ramification numbers if supplied by the following

Proposition. Let $L/F$ be a finite Galois extension with separable residue field extension. Let $\sigma \in G_i \setminus G_{i+1}$ and $\tau \in G_j \setminus G_{j+1}$ with $i, j \geq 1$. Then $\sigma \tau \sigma^{-1} \tau^{-1} \in G_{i+j+1}$ and $i \equiv j \mod p$.

Proof. Let $\pi_L$ be a prime element of $L$. Then
\[
\frac{\sigma \pi_L}{\pi_L} = 1 + \alpha \pi_L^i, \quad \frac{\tau \pi_L}{\pi_L} = 1 + \beta \pi_L^j \quad \text{with } \alpha, \beta \in O^*_L.
\]

Therefore
\[
\sigma \tau \pi_L = \sigma \pi_L + \sigma \beta (\sigma \pi_L)^{i+1} = \pi_L + \alpha \pi_L^{i+1} + \beta \pi_L^{j+1} + (j + 1) \alpha \beta \pi_L^{i+j+1} \mod M_{i+j+2}.
\]

Hence $(\sigma \tau - \tau \sigma) \pi_L \equiv (j - i) \alpha \beta \pi_L^{i+j+1} \mod M_{i+j+2}$. Substituting instead of $\pi_L$ the other prime element $\sigma^{-1} \tau^{-1} \pi_L$ of $L$ we deduce that
\[
\frac{\sigma \tau \sigma^{-1} \tau^{-1} \pi_L}{\pi_L} \equiv 1 + (j - i) \alpha \beta \pi_L^{i+j} \mod M_{i+j+1}^{i+j+1}.
\]
Now if \( j \) is the maximal ramification number of \( L/F \), then \( G_{j+1} = \{ 1 \} \). Therefore the last formula in the previous paragraph shows that every positive ramification number \( i \) of \( L/F \) is congruent to \( j \) modulo \( p \). Therefore every two positive ramification number of \( L/F \) are congruent to each other modulo \( p \). Finally, from the same formula we deduce that \( \sigma \tau \sigma^{-1} \tau^{-1} \in G_{i+j+1} \).

\[ \square \]

**Remark.** For more properties of ramification groups see sections 3–5 Chapter III and sections 3 and 6 Chapter IV.

**Exercises.**

1. Let \( F \) be a complete discrete valuation field and let \( L/F \) be a finite totally ramified Galois extension. For integers \( i, j \geq 0 \) define the \((i, j)\)-th ramification group \( G_{i,j} \) of \( G = \text{Gal}(L/F) \) as

\[
G_{i,j} = \{ \sigma \in G : v_L(\sigma \alpha - \alpha) \geq i+j \text{ for all } \alpha \in \mathcal{M}_L^j \}.
\]

Show that

a) \( G_{i,j} \) consists of those automorphisms which act trivially on \( \mathcal{M}_L^j / \mathcal{M}_L^{i+j} \).

b) \( G_i = G_{i+1,0} \).

c) \( G_{i+1,1} \leq G_i \leq G_{i,1} \).

d) \( G_i = G_{i,1} \) if \( L/F \) is separable.

e) \( G_i = G_{i+1,1} \) if \( |L:F| = |\mathcal{O}:\mathcal{O}_0| \).

For more properties of this double filtration see [dSm1].

2. (I.B. Zhukov) Let \( L/F \) be a finite Galois extension, \( G = \text{Gal}(L/F) \). Let \( \pi \) be a prime element in \( L \). Put

\[
G_{(0)} = G_0, \quad G_{(i)} = \{ \sigma \in G_{(0)} : \sigma \pi - \pi \in \mathcal{M}_L^{i+1} \}.
\]

Show that

a) \( G_{(i)}/G_{(i+1)} \) is abelian and that \( \cap G_{(i)} \) is a subgroup of \( \text{Gal}(L/L_0(\pi)) \).

b) \( G_i = G_{i+1,0} \) if \( L/L_0(\pi) \) is separable.

For a suitable prime element \( \pi' \) in \( L \), and that the group \( \text{Gal}(L/L_0(\pi)) \) is solvable.

Thus, \( G_{(0)} \) is solvable by a) and b).

3. Find an example of a finite separable extension \( L/F \) such that \( L/F \) is separable, and for every nontrivial finite extension \( M/L \) with \( M/F \) being a Galois extension, the extension \( \overline{M} / \overline{F} \) is not separable.

4. (⋄) Prove that for every finite extension of complete discrete valuation fields \( L/F \) there is a finite extension \( K' \) of a maximal complete discrete valuation subfield \( K \) of \( F \) with perfect residue field such that \( e(K' L/K' F) = 1 \) following the steps below (this statement is called elimination of wild ramification, see [Ep], [KZ]).

a) Prove the assertion for an inseparable extension \( L/F \) of degree \( p \).

b) Reduce the problem to the case of Galois extensions.

c) Reduce the problem using solvability of \( G_0 \) (see Exercise 2) to the case \( e(L/F) = |L:F| = l \) with prime \( l \).

d) Prove the assertion in the latter case.
5. Structure Theorems for Complete Fields

In this section we shall describe classical structural results on complete discrete valuation fields [HSch], [Te], [Wit2], [McL], [Coh].

Lemma (3.2) Ch. I shows that there are three cases: two equal-characteristic cases, when \( \mathrm{char}(F) = \mathrm{char}(\overline{F}) = 0 \) or \( \mathrm{char}(F) = \mathrm{char}(\overline{F}) = p > 0 \), and one unequal-characteristic case, when \( \mathrm{char}(F) = 0, \mathrm{char}(\overline{F}) = p > 0 \).

\[ \text{(5.1). Lemma. The ring of integers } \mathcal{O}_F \text{ contains a nontrivial field } M \text{ if and only if } \mathrm{char}(F) = \mathrm{char}(\overline{F}). \]

\[ \text{Proof. Since } M \cap M_F = (0), M \text{ is mapped isomorphically onto the field } \overline{M} \subset \overline{F}, \text{ therefore } \mathrm{char}(F) = \mathrm{char}(\overline{F}). \text{ Conversely, let } A \text{ be the subring in } \mathcal{O}_F \text{ generated by } 1. \text{ Then } A \text{ is a field if } \mathrm{char}(F) = p, \text{ and } A \cap M_F = (0) \text{ if } \mathrm{char}(\overline{F}) = 0. \text{ Hence, the quotient field of } A \text{ is the desired one.} \]

A field \( M \subset \mathcal{O}_F \), that is mapped isomorphically onto the residue field \( \overline{F} = \overline{M} \) is called a coefficient field in \( \mathcal{O}_F \). Such a field, if it exists, is a set of representatives of \( F \) in \( \mathcal{O}_F \) (see (5.1) Ch. I). Proposition (5.2) Ch. I implies immediately that in this case \( F \) is isomorphic (algebraically and topologically) with the field \( M((X)) \): a prime element \( \pi \) in \( F \) corresponds to \( X \). Note that this isomorphism depends on the choice of a coefficient field (which is sometimes unique, see Proposition (5.4)) and the choice of a prime element of \( F \).

We shall show below that a coefficient field exists in an equal-characteristic case.

\[ \text{(5.2). The simplest case is that of } \mathrm{char}(F) = \mathrm{char}(\overline{F}) = 0. \]

\[ \text{Proposition. Let } \mathrm{char}(\overline{F}) = 0. \text{ Then there exists a coefficient field in } \mathcal{O}_F. \text{ A coefficient field can be selected in infinitely many ways if and only if } \overline{F} \text{ is not algebraic over } \mathbb{Q}. \]

\[ \text{Proof. Let } M \text{ be a maximal subfield in } \mathcal{O}_F, \text{ in other words, } M \text{ be not contained in any other larger subfield of } \mathcal{O}_F. \text{ We assert that } \overline{M} = \overline{F}, \text{ i.e., } M \text{ is a coefficient field. Indeed, if } \theta \in \overline{F} \text{ is algebraic over } \overline{M}, \text{ then } \theta \text{ is separable over } \overline{M} \text{ and we can apply the arguments of the proof of Proposition (3.4) to show that there exists an element } \alpha \in \mathcal{O}_F \text{ which is algebraic over } M \text{ and such that } \overline{\alpha} = \theta. \text{ Since } M(\alpha) = M, \text{ by the maximality of } M, \text{ we get } \alpha \in M, \theta \in \overline{M}. \text{ Furthermore, let } \theta \in \overline{F} \text{ be transcendental over } \overline{M}. \] Let \( \alpha \in \mathcal{O}_F \) be such that \( \overline{\alpha} = \theta \). Then \( \alpha \) is not algebraic over \( M \), because if \( \sum_{i=0}^n a_i \alpha^i = 0 \) with \( a_i \in M \), then \( \sum_{i=0}^n a_i \overline{\alpha}^i = 0 \). Hence, \( \alpha = 0 \) and \( a_i = 0 \) (\( M \) is mapped isomorphically onto \( \overline{M} \)). By the same reason \( M(\alpha) \cap M = (0) \). Hence, the quotient field \( M(\alpha) \) is contained in \( \mathcal{O}_F \) and \( M \neq M(\alpha) \), contradiction. Thus, we have been convinced ourselves in the existence of a coefficient field.

If \( \overline{F} \) is not algebraic over \( \mathbb{Q} \), let \( \alpha \in \mathcal{O}_F \) be an element transcendental over the prime subfield \( \mathbb{Q} \) in \( \mathcal{O}_F \). Then the maximal subfield in \( \mathcal{O}_F \), which contains \( \mathbb{Q}(\alpha + a \varepsilon) \)
with \( \varepsilon \in M_F, a \in \mathbb{Q} \), is a coefficient field. If \( \overline{F} \) is algebraic over \( \mathbb{Q} \), then \( M \) is algebraic over \( \mathbb{Q} \) and is uniquely determined by our previous constructions.

(5.3). To treat the case \( \text{char}(F) = p \) we consider the following notion: elements \( \theta_i \) of \( F \) are called a \( p \)-basis of \( F \) if

\[
F = F^p[\{\theta_i\}] \quad \text{and} \quad [F^p[\theta_1, \ldots, \theta_n] : F^p] = p^n
\]

for every distinct elements \( \theta_1, \ldots, \theta_n \). The empty set is a \( p \)-basis if and only if \( F \) is perfect. For an imperfect \( F \), a \( p \)-basis \( \Theta = \{\theta_i\} \) exists by Zorn’s Lemma, because every maximal set of elements \( \theta_i \) satisfying the second condition possesses the first property. The definition of a \( p \)-basis implies that \( F = F^p_n[\{\theta_i\}] \) for \( n \geq 1 \).

**Lemma.** Let \( F \) be a complete discrete valuation field with the residue field \( F \) of characteristic \( p \), and \( \Theta = \{\theta_i\} \) be a \( p \)-basis of \( F \). Let \( \alpha_i \in \mathcal{O}_F \) be such that \( \alpha_i = \theta_i \). Then there exists an extension \( L/F \) with \( e(L|F) = 1 \), such that \( L \) is a complete discrete valuation field, \( L = \bigcup_{n \geq 0} F^p_n \), and \( \alpha_i \) are the multiplicative representatives of \( \theta_i \) in \( L \) (see section 7 Ch. I).

**Proof.** Let \( I \) be an index-set for \( \Theta \). One can put \( F_n = F_{n-1}(\{\alpha_i,n\}) \) with \( \alpha_{i,n} = \alpha_{i,n-1}, i \in I, \) and \( F_0 = F, \) \( \alpha_{i,0} = \alpha_i \). Then the completion of \( L' = \bigcup_{n \geq 0} F_n \) is the desired field. Since \( \alpha_i \in \bigcap_{n \geq 0} L^p_n \), we obtain that \( \alpha_i \) is the multiplicative representative of \( \theta_i \).

(5.4). Now we treat the case \( \text{char}(F) = \text{char}(\overline{F}) = p \). If \( \overline{F} \) is perfect, then Corollaries 1 and 2 of (7.3) Ch. I show that the set of the multiplicative representatives of \( F \) in \( \mathcal{O}_F \) forms a coefficient field. Moreover, this is the unique coefficient field in \( \mathcal{O}_F \) because if \( M \) is such a field and \( \alpha \in M \), then, as \( M \) is perfect, \( \alpha \in \bigcap_{n \geq 0} M^p_n \) is the multiplicative representative of \( \overline{\alpha} \). (Note that in general there are infinitely many maximal fields as well as in the case of \( \text{char}(\overline{F}) = 0 \), therefore in general a maximal field is not a coefficient field).

**Proposition.** Let \( \text{char}(F) = p \). If \( \overline{F} \) is perfect then a coefficient field exists and is unique; it coincides with the set of multiplicative representatives of \( \overline{F} \) in \( \mathcal{O}_F \). If \( \overline{F} \) is imperfect then there are infinitely many coefficient fields.

**Proof.** If \( \overline{F} \) is imperfect we apply the construction of the previous Lemma. Then \( L \) is perfect and there is the unique coefficient field \( N \) of \( L \) in \( \mathcal{O}_L \). Let \( M \) be the subfield of \( N \) corresponding to \( \overline{F} \). If \( \gamma \in M \) then \( \gamma \in \overline{F}^p_n[\Theta] \) and there exists an element \( \beta_n \in \mathcal{O}_F[\{\alpha_i,n\}] \), where \( \alpha_i,n \) are as in the proof of Lemma (5.3), such that \( \overline{\beta_n} = \overline{\gamma}^p_n \).
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It follows that \( \beta_n \equiv \gamma^{p^{-n}} \mod \mathcal{M}_L \), and by Lemma (7.2) Ch. I we deduce \( \gamma \equiv \beta_n^{p^n} \mod \mathcal{M}_L^{n+1} \). Since \( \beta_n^{p^n} \in \mathcal{O}_F^p \{ (\alpha_i) \} \subset \mathcal{O}_F \), we obtain \( \gamma = \lim \beta_n^{p^n} \in \mathcal{O}_F \). This proves the existence of a coefficient field of \( \overline{F} \) in \( \mathcal{O}_F \). If we apply this construction for another set of elements \( \alpha_i' \in \mathcal{O}_F \) with \( \overline{\alpha}_i' = \overline{\alpha}_i \), then we get a coefficient field \( M' \) containing \( \alpha_i' \). Since \( \mathcal{M}_F \cap M = \mathcal{M}_F \cap M' = (0) \) we deduce \( M \neq M' \).

\( (5.5) \) We conclude with the case of unequal characteristic: \( \text{char}(F) = 0, \text{char}(\overline{F}) = p \). For the discrete valuation \( v_F \) such that \( v_F(F^*) = \mathbb{Z} \) recall that \( e(F) = v_F(p) \) is called the absolute index of ramification of \( F \), see (5.7) Ch. I. The preceding assertions show that in equal-characteristic case for an arbitrary field \( K \) there exists a complete discrete valuation field \( F \) with the residue field \( \overline{F} \) isomorphic to \( K \). Here is an analog:

**Proposition.** Let \( F \) be a complete discrete valuation field of characteristic 0 with residue field \( K \) of characteristic \( p \). Let \( K_1 \) be any extension of \( K \). Then there exists a complete discrete valuation field \( F_1 \) which is an extension of \( F \), such that \( e(F_1 | F) = 1 \) and \( \overline{F_1} = K_1 \).

**Proof.** It is suffices to consider two cases: \( K_1 = K(\alpha) \) is an algebraic extension over \( K \) and \( K_1 = K(\theta) \) is a transcendental extension over \( K \). If, in addition, in the first case \( K_1/K \) is separable, then let \( g(X) \) be the monic irreducible polynomial of \( a \) over \( K \), and let \( f(X) \) be a monic polynomial over the ring of integers of \( K \) such that \( \overline{f(X)} = g(X) \). By the Hensel Lemma (1.2) there exists a root \( \alpha \) of \( f(X) \) such that \( \overline{\alpha} = a \). Then \( F_1 = F(\alpha) \) is the desired extension of \( F \). Next, if \( a^p = b \in K \) and \( \beta \) is an element in the ring of integers of \( F \) such that \( \overline{\beta} = b \), then \( F_1 = F(\alpha) \) is the desired extension of \( F \) for \( \alpha^2 = \beta \). Finally, in the second case let \( w \) be the discrete valuation on \( F(\theta) \) defined in Example 4 in (2.3) Ch. I. Then \( F_1 \) which is the completion of \( F(\theta) \) is the desired extension of \( F \).

**Corollary.** There exists a complete discrete valuation field of characteristic 0 with any given residue field of characteristic \( p \) and the absolute index of ramification is equal to 1.

**Proof.** One can set \( F = \mathbb{Q}_p \) and apply the Proposition.

\( (5.6) \) **Proposition.** Let \( L \) be a complete discrete valuation field of characteristic 0 with the residue field \( \overline{L} \) of characteristic \( p \). Let \( F \) be a complete discrete valuation field of characteristic 0 with \( p \) as a prime element. Suppose that there is an isomorphism \( \overline{\omega} : \overline{F} \to \overline{L} \). Then there exists a field embedding \( \omega : F \to L \), such that \( v_L \circ \omega = e(L)v_F \) and the image of \( \omega(\alpha) \in \mathcal{O}_L \) for \( \alpha \in \mathcal{O}_F \) in the residue field \( \overline{L} \) coincides with \( \overline{\omega}(\overline{\alpha}) \).

**Proof.** Assume first that \( \overline{F} \) is perfect. By Corollary 1 of (7.3) Chapter I any element \( \theta \in \overline{F} \) has the unique multiplicative representative \( r_F(\theta) \) in \( F \) and \( r_L(\overline{\omega}(\theta)) \) in \( L \).
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Put
\[ \omega \left( \sum r_F(\theta_i)p^i \right) = \sum r_L(\overline{\omega}(\theta_i))p^i. \]

Proposition (5.2) Ch. I shows that the map \( \omega \) is defined on \( F \). Proposition (7.6) Ch. I shows that \( \omega \) is a homomorphism of fields. Evidently \( \nu_L \circ \omega = e(L)\nu_F \) and \( \overline{\omega(\alpha)} = \overline{\omega(\alpha)} \) for \( \alpha \in \mathcal{O}_F \).

Further, assume that \( \overline{\mathcal{F}} \) is imperfect. Let \( \Theta = \{\theta_i\}_{i \in I} \) be a \( p \)-basis of \( \overline{\mathcal{F}} \). Let \( A = \{\alpha_i\}_{i \in I} \) be a set of elements \( \alpha_i \in \mathcal{O}_F \) with \( \overline{\alpha_i} = \theta_i \), and let \( \mathcal{B} = \{\beta_i\}_{i \in I} \) be a set of elements \( \beta_i \in \mathcal{O}_L \) with \( \overline{\beta_i} = \theta_i \). For a map \( \nu: I \rightarrow \{0, 1, \ldots, p^n - 1\} \) such that \( \nu(i) = 0 \) for almost all \( i \in I \), put
\[ \Theta^\nu = \prod_{i \in I} \theta_i^{\nu(i)}. \]

The same meaning will be used for \( A^\nu, B^\nu \). By Lemma (5.3) there exist complete discrete valuation fields \( F', L' \) for \( F, L \), such that \( e(F'|F) = e(L'|L) = 1 \), and \( \overline{F'} \) is perfect and isomorphic to \( \overline{L'} \), and \( \alpha_i \) (resp. \( \beta_i \)) are multiplicative representatives of \( \theta_i \) in \( \mathcal{O}_{F'} \) (resp. of \( \overline{\omega(\theta_i)} \) in \( \mathcal{O}_{L'} \)). The previous arguments show the existence of a homomorphism \( \omega': F' \rightarrow L' \) with \( \nu_{L'} \circ \omega' = e(L)\nu_{F'} \) and \( \overline{\omega'(\alpha)} = \overline{\omega(\alpha)} \) for \( \alpha \in \mathcal{O}_{F'} \). Moreover, \( \omega' \) maps \( \alpha_i \) in \( \beta_i \), since they are the multiplicative representatives of \( \theta_i \) and \( \overline{\omega(\theta_i)} \). Let \( \gamma \in \mathcal{O}_F \) and \( \overline{\gamma} = \sum a^\nu_i \Theta^\nu \) with \( a_i \in \overline{\mathcal{F'}} \). Let \( b_\nu \) be an element of \( \mathcal{O}_F \) with the property \( \overline{b_\nu} = \gamma \). Then \( \gamma \equiv \sum b_\nu \gamma_1 \) mod \( \mathcal{O}_F \), i.e.,
\[ \gamma = \sum b_\nu A^\nu + p\gamma_1 \]
with \( \gamma_1 \in \mathcal{O}_F \). We get \( \omega'(A^\nu) = B^\nu \) and using Lemma (7.2) Ch. I, we have
\[ \omega'(b_\nu) \equiv c^\nu_\nu \mod M_{L'}^{1+i}. \]

Therefore,
\[ \omega'(\gamma) \equiv \sum c^\nu_\nu B^\nu + p\omega'(\gamma_1) \mod M_{L'}^{1+i}. \]

Repeating this reasoning for \( \gamma_1 \), we conclude that \( \omega'(\gamma) \equiv \delta_\nu \mod M_{L'}^{1+i} \) for some \( \delta_\nu \in \mathcal{O}_L \). Then \( \omega'(\gamma) = \lim \delta_\nu \) and since \( \mathcal{O}_L \) is complete, we deduce \( \omega'(\gamma) \in \mathcal{O}_L \). Thus, \( \omega' \) maps \( \mathcal{O}_F \) in \( \mathcal{O}_L \), and we finally put \( \omega = \omega'|_F \) to obtain the desired homomorphism. 

**Corollary 1.** Let \( F_1, F_2 \) be complete discrete valuation fields of characteristic 0 with \( p \) as a prime element. Let there be an isomorphism \( \overline{\omega} \) of the residue field \( \overline{\mathcal{F}_1} \) to \( \overline{\mathcal{F}_2} \). Let \( \overline{\mathcal{F}_2} \) be of characteristic \( p \). Then there exists a field embedding \( \omega: F_1 \rightarrow F_2 \) such that \( \overline{\omega(\alpha)} = \overline{\omega(\alpha)} \) for \( \alpha \in \mathcal{O}_{F_1} \).
5. Structure Theorems for Complete Fields

Proof. Apply the Proposition for $F = F_1, L = F_2$ and $F = F_2, L = F_1$. □

Corollary 2. The image $\omega(F)$ is uniquely determined in the field $L$ if and only if $F$ is perfect or $e(L) = 1$.

Proof. Let $F$ be imperfect and $e(L) > 1$. Let $\omega(F)$ be uniquely determined in $L$. Then, in the proof of the Proposition we can replace $\beta_i$ by $\beta_i + \pi L$ and obtain that $\beta_i \in \omega(O_F)$, $\beta_i + \pi_L \in \omega(O_F)$. Hence, $\pi_L \in \omega(O_F)$ which is impossible because $v_L \circ \omega = e(L)v_F$. □

Remark. If $F$ is perfect then we can identify $\omega(F)$ with the field of fractions of Witt vectors $W(F)$ (see (8.3) Ch. I and Exercise 6 below).

Exercises.

1. Let $F$ be a complete discrete valuation field of characteristic $p$ with a residue field $\overline{F}$. Let $\Theta = \{\theta_i\}$ be a $p$-basis of $\overline{F}$. Let $A = \{\alpha_i\}$ be a set of elements in $O_F$ such that $\overline{\alpha}_i = \theta_i$. Put $R_n = O_F^n [A]$ and let $S_n$ be the completion of $R_n$ in $O_F$. Show that $\cap_{n \geq 0} S_n$ is a coefficient field.

2. Let $F$ be as in Exercise 1 and let $\overline{F}$ be imperfect. Show that a maximal subfield in $O_F$ contains the largest perfect subfield in $O_F$, but is not necessarily a coefficient field. Show that a coefficient field contains the largest perfect subfield in $O_F$ as well.

3. Let $K = \mathbb{F}_p(X)$, and let $F$ be the completion of $K(Y)$ with respect to the discrete valuation corresponding to the irreducible polynomial $Y^p - X$. Show that $\overline{F} = K(X^1/p)$, but $K$ is not contained in any coefficient field of $\overline{F}$ in $O_F$.

4. (a) Let $F$ be a complete discrete valuation field, and let $L$ be a finite extension of $F$. Show that if $\overline{F}$ is perfect, then coefficient fields $M_F$ of $\overline{F}$ in $O_F$ and $M_L$ of $\overline{L}$ in $O_L$ can be chosen so that $M_F \subset M_L$. Show that if $\overline{F}$ is imperfect, this assertion does not hold in general.

5. Find another proof of Corollary (5.5) using Witt vectors.

6. (a) Let $F$ be a complete discrete valuation field with a prime element $p$ and $\text{char}(\overline{F}) = p$. Show that for a subfield $K \subset \overline{F}$ there exists a subfield $F'$ in $F$ which is a complete discrete valuation field with respect to the induced valuation and is such that $\overline{F'} = K$. Show that if $K$ is perfect, then such a field is unique.
CHAPTER 3

The Norm Map

In this chapter we study the norm map acting on Henselian discrete valuation fields. Section 1 studies the behaviour of the norm map on the factor filtration introduced in section 5 Chapter I for cyclic extensions of prime degree. Section 2 demonstrates that almost all cyclic extensions of degree $p$ can be described by explicit equations of Artin–Schreier type. Section 3 associates to the norm map a real function called the Hasse–Herbrand function; properties of this function and applications to ramification groups are studied in sections 3 and 4. The long section 5 presents a relatively recent theory of a class of infinite Galois extensions of local fields: arithmetically profinite extensions and their fields of norms. The latter establishes a relation between the fields of characteristic 0 and characteristic $p$.

We will work with complete discrete valuation fields leaving the Henselian case to Exercises.

1. Cyclic Extensions of Prime Degree

In this section we describe the norm map on the factor filtration of the multiplicative group in a cyclic extension of prime degree. The most difficult and interesting case is of totally ramified $p$-extensions which is treated in subsections (1.4) and (1.5). Using these results we will be able to simplify expositions of theories presented in several other sections of this book.

Let $F$ be a complete discrete valuation field and $L$ its Galois extension of prime degree $n$. Then there are four possible cases:

- $L/F$ is unramified;
- $L/F$ is tamely and totally ramified;
- $L/F$ is totally ramified of degree $p = \text{char}(\overline{F}) > 0$;
- $L/F$ is inseparable of degree $p = \text{char}(\overline{F}) > 0$.

Since the fourth case is outside the subject of this book, we restrict our attention to the first three cases (still, see Exercise 2).

The following results are classical and essentially due to H. Hasse.
(1.1). Lemma. Let $L/F$ be a Galois extension of prime degree $n$, $\gamma \in M_L$. Then
\[ N_{L/F}(1 + \gamma) = 1 + N_{L/F}(\gamma) + Tr_{L/F}(\gamma) + Tr_{L/F}(\delta) \]
with some $\delta \in O_L$ such that $v_L(\delta) \geq 2v_L(\gamma)$ ($N_{L/F}$ and $Tr_{L/F}$ are the norm and the trace maps, respectively).

Proof. Recall that for distinct embeddings $\sigma_i$ of $L$ over $F$ into the algebraic closure of $F$, $1 \leq i \leq n$, one has (see [La1, Ch. VIII])
\[ N_{L/F} \alpha = \prod_{i=1}^{n} \sigma_i(\alpha), \quad Tr_{L/F} \alpha = \sum_{i=1}^{n} \sigma_i(\alpha), \quad \alpha \in L. \]
Hence
\[ N_{L/F}(1 + \gamma) = \prod_{i=1}^{n} (1 + \sigma_i(\gamma)) = 1 + \sum_{i=1}^{n} \sigma_i(\gamma) + \left( \sum_{i=1}^{n} \sigma_i \right) \left( \sum_{1 \leq j \leq n} \gamma \sigma_j(\gamma) + \cdots \right) + \prod_{i=1}^{n} \sigma_i(\gamma). \]
For $\delta = \sum_{1 \leq j \leq n} \gamma \sigma_j(\gamma) + \cdots$ we get $v_L(\delta) \geq 2v_L(\gamma)$. \(\square\)

Our nearest purpose is to describe the action of the norm map $N_{L/F}$ with respect to the filtration discussed in section 5 Ch. I.

(1.2). Proposition. Let $L/F$ be an unramified extension of degree $n$. Then a prime element $\pi_F$ in $F$ is a prime element in $L$. Let $U_i,L = 1 + \pi_i^*F_L$, $U_i,F = 1 + \pi_i^*O_F$ and let $\lambda_{i,L}$, $\lambda_{i,F}$ ($i \geq 0$), be identical to those of Proposition (5.4) Ch. I, for $\pi = \pi_F$. Then the following diagrams are commutative:
\[
\begin{array}{ccc}
L^* & \xrightarrow{v_L} & Z \\
N_{L/F} \downarrow & & \downarrow \times n \\
F^* & \xrightarrow{v_F} & Z
\end{array}
\begin{array}{ccc}
U_L & \xrightarrow{\lambda_{0,L}} & \overline{L} \\
N_{L/F} \downarrow & & \downarrow N_{\overline{L}/\overline{F}} \\
U_i,L & \xrightarrow{\lambda_{i,L}} & \overline{L}
\end{array}
\begin{array}{ccc}
U_F & \xrightarrow{\lambda_{0,F}} & \overline{F} \\
N_{L/F} \downarrow & & \downarrow Tr_{\overline{L}/\overline{F}} \\
U_i,F & \xrightarrow{\lambda_{i,F}} & \overline{F}
\end{array}
\]

Proof. The first commutativity follows from (2.3) Ch. II. Proposition (3.3) Ch. II implies that $\overline{N_{L/F}(\alpha)} = N_{\overline{L}/\overline{F}}(\overline{\alpha})$ for $\alpha \in O_L$, i.e., the second diagram is commutative. The preceding Lemma shows that
\[ N_{L/F}(1 + \theta \pi_F^i) = 1 + (Tr_{L/F}(\theta)\pi_F^i) + (N_{L/F}(\theta)\pi_F^{ni} + Tr_{L/F}(\delta)) \]
with $v_F(\delta) \geq 2i$ and, consequently, $v_F Tr_{L/F}(\delta) \geq 2i$. Thus, we get
\[ N_{L/F}(1 + \theta \pi_F^i) \equiv 1 + (Tr_{L/F}(\theta)\pi_F^i) \mod \pi_F^{i+1} \]
and the commutativity of the third diagram. \(\square\)
Corollary. In the case under consideration $N_{L/F}U_{1,L} = U_{1,F}$.

(1.3). Proposition. Let $L/F$ be a totally and tamely ramified cyclic extension of degree $n$. Then for some prime element $\pi_L$ in $L$, the element $\pi_F = \pi_L^i$ is prime in $F$ (Proposition (3.5) Ch. II) and $\overline{F} = \overline{L}$. Let $U_{1,L} = 1 + \pi_L^i \mathcal{O}_L$, $U_{1,F} = 1 + \pi_F^i \mathcal{O}_F$, and let $\lambda_{i,L}$, $\lambda_{i,F}$ be identical to those of Proposition (5.4) Ch. I, for $\pi = \pi_L$ and $\pi = \pi_F$. Then the following diagrams

\[
\begin{array}{c}
L^* \xrightarrow{v_L} \mathbb{Z} & U_L \xrightarrow{\lambda_{0,L}} \overline{L}^* \\
N_{L/F} \downarrow & \downarrow \text{id} & \downarrow N_{L/F} & \downarrow n \\
F^* \xrightarrow{v_F} \mathbb{Z} & U_F \xrightarrow{\lambda_{0,F}} \overline{F}^* \\
U_{n_i,L} \xrightarrow{\lambda_{n_i,L}} \overline{L} = \overline{F} & \downarrow \times \pi \\
N_{L/F} & U_{i,F} \xrightarrow{\lambda_{i,F}} \overline{F} \\
\end{array}
\]

are commutative, where $\text{id}$ is the identity map, $\uparrow n$ takes an element to its $n$th power, $\times \overline{\pi}$ is the multiplication by $\overline{\pi} \in \overline{F}$, $i \geq 1$. Moreover, $N_{L/F}U_{i,L} = N_{L/F}U_{i+1,L}$ if $n \nmid i$.

Proof. Since $\pi_L^i = \pi_F$ and $L/F$ is Galois, then $\text{Gal}(L/F)$ is cyclic of order $n$ and $\sigma(\pi_L) = \zeta \pi_L$ for a generator $\sigma$ of $\text{Gal}(L/F)$, where $\zeta$ is a primitive $n$th root of unity, $\zeta \in F$. The first diagram is commutative in view of Theorem (2.5) Ch. II. Proposition (4.1) Ch. II shows that $\sigma(\alpha) = \overline{\alpha}$ for $\sigma \in \text{Gal}(L/F)$, $\alpha \in \mathcal{O}_L$, and we get the commutativity of the second diagram. If $j = m_i$, then $1 + \theta \pi_L^i \in F$ for $\theta \in \mathcal{O}_F$, and

\[
N_{L/F}(1 + \theta \pi_L^i) = (1 + \theta \pi_F^i)^n \equiv 1 + n\theta \pi_F^i \mod \pi_F^{i+1}
\]

by Proposition (5.4) Ch. I. Applying Corollary (5.5) Ch. I, we deduce

\[
U_{i,F} = U_{i,F}^n = N_{L/F}U_{n_i,L}.
\]

Finally, $X^n - 1 = \prod_{j=0}^{n-1}(X - \zeta^j)$, therefore for $n \nmid i$ and for $\theta \in \mathcal{O}_F$ one has

\[
N_{L/F}(1 + \theta \pi_L^i) = \prod_{j=0}^{n-1}(1 + \zeta^j \theta \pi_L^i) = 1 - (-\theta)^n \pi_F^i.
\]

Thus $N_{L/F}U_{i,L} = N_{L/F}U_{i+1,L}$. 

\[\square\]

Corollary. In the case under consideration $N_{L/F}U_{1,L} = U_{1,F}$.

If $F$ is algebraically closed then $N_{L/F}L^* = F^*$. 


(1.4). Now we treat the most complicated case when \( L/F \) is a totally ramified Galois extension of degree \( p = \text{char}(F) > 0 \). Then Corollary 2 of (2.9) Ch. II shows that \( \mathcal{O}_L = \mathcal{O}_F[\pi_L] \), \( L = F(\pi_L) \) for a prime element \( \pi_L \) in \( L \), and \( \mathcal{L} = \mathcal{F} \). Let \( \sigma \) be a generator of \( \text{Gal}(L/F) \), then \( \sigma(\pi_L)/\pi_L \in \mathcal{U}_L \). One can write \( \sigma(\pi_L)/\pi_L = \theta \varepsilon \) with \( \theta \in U_F, \varepsilon \in 1 + \mathcal{M}_L \). Then

\[
\sigma^2(\pi_L)/\pi_L = \sigma(\theta \varepsilon) \cdot \theta \varepsilon = \theta^2 \varepsilon \cdot \sigma(\varepsilon),
\]

and

\[
1 = \sigma^p(\pi_L)/\pi_L = \theta^p \varepsilon \cdot \sigma(\varepsilon) \cdot \ldots \cdot \sigma^{p-1}(\varepsilon).
\]

This shows that \( \theta^p \in 1 + \mathcal{M}_L \) and \( \theta \in 1 + \mathcal{M}_F \), because raising to the \( p \)th power is an injective homomorphism of \( \mathcal{F} \). Thus, we obtain \( \sigma(\pi_L)/\pi_L \in 1 + \mathcal{M}_L \). Put

\[
\frac{\sigma(\pi_L)}{\pi_L} = 1 + \eta \pi_s^L \quad \text{with} \quad \eta \in \mathcal{U}_L, \ s = s(L|F) \geq 1.
\]

Note that \( s \) does not depend on the choice of the prime element \( \pi_L \) and of the generator \( \sigma \) of \( \text{G} = \text{Gal}(L/F) \). Indeed, we have

\[
\frac{\sigma^i(\pi_L)}{\pi_L} \equiv 1 + i \eta \pi_s^L \mod \pi_s^L \quad \text{and} \quad \frac{\sigma(\rho)}{\rho} \equiv 1 \mod \pi_s^L
\]

for an element \( \rho \in \mathcal{U}_L \). We also deduce that

\[
\frac{\sigma(\alpha)}{\alpha} \in U_{s,L}
\]

for every element \( \alpha \in L^* \). This means that \( \text{G} = \text{G}_s, \ G_{s+1} = \{1\} \) (see (4.3) Ch. II).

**Lemma.** Let \( f(X) = X^p + a_{p-1}X^{p-1} + \cdots + a_0 \) be the irreducible polynomial of \( \pi_L \) over \( F \). Then

\[
\text{Tr}_{L/F} \left( \frac{\pi_j^L}{f'(\pi_L)} \right) = \begin{cases} 0 & \text{if} \ 0 \leq j \leq p - 2, \\ 1 & \text{if} \ j = p - 1. \end{cases}
\]

**Proof.** Since \( \sigma^i(\pi_L) \) for \( 0 \leq i \leq p - 1 \) are all the roots of the polynomial \( f(X) \), we get

\[
\frac{1}{f(X)} = \sum_{i=0}^{p-1} \frac{1}{f'(\sigma^i(\pi_L))} \frac{1}{(X - \sigma^i(\pi_L))}.
\]
Putting $Y = X^{-1}$ and performing the calculations in the field $F((Y))$, we consequently deduce

$$f(X) = Y^{-p}(1 + a_{p-1}Y + \cdots + a_0 Y^p),$$

$$\frac{1}{f(X)} = \frac{1}{1 + a_{p-1}Y + \cdots + a_0 Y^p} \equiv Y^p \mod Y^{p+1},$$

$$\frac{1}{X - \sigma^i(\pi_L)} = \frac{Y}{1 - \sigma^i(\pi_L)Y} = \sum_{j \geq 0} \sigma^i(\pi_L^j)Y^{j+1}$$

(because $1/(1 - Y) = \sum_{i \geq 0} Y^i$ in $F((Y))$). Hence

$$\sum_{j \geq 0} \sum_{i=0}^{p-1} \frac{\sigma^i(\pi_L^j)Y^{j+1}}{f'(\sigma^i(\pi_L))} \equiv Y^p \mod Y^{p+1},$$

or

$$\text{Tr}_{L/F} \left( \frac{\pi_L^j}{f'(\pi_L)} \right) = \sum_{i=0}^{p-1} \frac{\sigma^i(\pi_L^j)}{f'(\sigma^i(\pi_L))} = \begin{cases} 0 & \text{if } 0 \leq j \leq p-2, \\ 1 & \text{if } j = p-1, \end{cases}$$

as desired. \qed

**Proposition.** Let $\lfloor a \rfloor$ denote the maximal integer $\leq a$. For an integer $i \geq 0$ put $j(i) = s + 1 + [(i - 1 - s)/p]$. Then

$$\text{Tr}_{L/F}(\pi_L^i \mathcal{O}_L) = \pi_F^{j(i)} \mathcal{O}_F.$$

**Proof.** One has $f'(\pi_L) = \prod_{i=0}^{p-1} \left( \pi_L - \sigma^i(\pi_L) \right)$ and $\sigma^i(\pi_L)/\pi_L = 1 + i\eta \pi_L^s \mod \pi_L^{s+1}$. Then

$$f'(\pi_L) = (p-1)!(-\eta)^{p-1} \pi_L^{(p-1)(s+1)}\varepsilon$$

with some $\varepsilon \in 1 + \mathcal{O}_L^{(p-1)(s+1)+1}$. Since $\overline{F} = \overline{T}$, for a prime element $\pi_F$ in $F$ one has the representation $\pi_F = \pi_L^s \varepsilon'$ with $\varepsilon' \in U_L$. The previous Lemma implies

$$\text{Tr}_{L/F} \left( \frac{j^{s+1} \varepsilon_{j+1}}{\pi_L^{j+1}} \pi_L^{j+1} \varepsilon_{j+1} \right) = \begin{cases} 0 & \text{if } 0 \leq j < p-1, \\ \pi_F^{j+1} & \text{if } j = p-1 \end{cases}$$

for $\varepsilon_{j+1} = (\varepsilon')^{s+1}/((p-1)!(-\eta)^{p-1} \varepsilon)$. Taking into consideration the evident equality $\text{Tr}_{L/F}(\pi_F^i \alpha) = \pi_F^{i} \text{Tr}_{L/F}(\alpha)$ we can choose the units $\varepsilon_{j+1}$, for every integer $j$, such that $\text{Tr}_{L/F}(\pi_L^{j+1} \varepsilon_{j+1}) = 0$ if $p|(j+1)$ and $= \pi_F^{(j+1)/p}$ if $p|(j+1)$. Thus, since the $\mathcal{O}_F$-module $\pi_L^i \mathcal{O}_L$ is generated by $\pi_L^i \varepsilon_j$, $j \geq i$, we conclude that $\text{Tr}_{L/F}(\pi_L^i \mathcal{O}_L) = \pi_F^{j(i)} \mathcal{O}_F$. \qed
III. The Norm Map

(1.5). Proposition. Let $L/F$ be a totally ramified Galois extension of degree $p = \text{char}(F) > 0$. Let $\pi_L$ be a prime element in $L$. Then $\pi_F = N_{L/F} \pi_L$ is a prime element in $F$. Let $U_{i,L} = 1 + \pi_L^i \mathcal{O}_L, U_{i,F} = 1 + \pi_F^i \mathcal{O}_F$ and let $\lambda_{i,L}, \lambda_{i,F}$ be identical to those in Proposition (5.4) Ch. I, for $\pi = \pi_L$ and $\pi = \pi_F$. Then the following diagrams are commutative:

\[
\begin{array}{ccc}
L^* & \xrightarrow{v_L} & \mathbb{Z} \\
\downarrow N_{L/F} & & \downarrow \text{id} \\
F^* & \xrightarrow{v_F} & \mathbb{Z}
\end{array}
\]

\[
\begin{array}{ccc}
U_{i,L} & \xrightarrow{\lambda_{i,L}} & \mathcal{L} = \overline{F} \\
\downarrow N_{L/F} & & \downarrow \tau_p \\
U_{i,F} & \xrightarrow{\lambda_{i,F}} & \mathcal{F}
\end{array}
\]

\[
\begin{array}{ccc}
U_{s,L} & \xrightarrow{\lambda_{s,L}} & \mathcal{L} = \overline{F} \\
\downarrow N_{L/F} & & \downarrow \tau_p^{\pi^s - \pi^{s-1}} \\
U_{s,F} & \xrightarrow{\lambda_{s,F}} & \mathcal{F}
\end{array}
\]

\[
\begin{array}{ccc}
U_{s+i,L} & \xrightarrow{\lambda_{s+i,L}} & \mathcal{L} = \overline{F} \\
\downarrow N_{L/F} & & \downarrow \chi(-\pi^{i-1}) \\
U_{s+i,F} & \xrightarrow{\lambda_{s+i,F}} & \mathcal{F}
\end{array}
\]

Moreover, $N_{L/F}(U_{s+i,L}) = N_{L/F}(U_{s+i+1,L})$ for $i > 0, p \nmid i$.

Proof. The commutativity of the first and the second diagrams can be verified similarly to the proof of Proposition (1.3). In order to look at the remaining diagrams, put $\varepsilon = 1 + \theta \pi_L^i$ with $\theta \in U_L$. Then, by Lemma (1.1), we get

\[N_{L/F} \varepsilon = 1 + N_{L/F}(\theta) \pi_F^i + \text{Tr}_{L/F}(\theta \pi_L^i) + \text{Tr}_{L/F}(\theta \delta)\]

with $v_L(\delta) \geq 2i$. The previous Proposition implies that

\[v_F \left( \text{Tr}_{L/F}(\pi_L^i) \right) \geq s + 1 + \left[ \frac{i - 1 - s}{p} , v_F \left( \text{Tr}_{L/F}(\delta) \right) \geq s + 1 + \left[ \frac{2i - 1 - s}{p} \right]\right]\]

and for $i < s$

\[v_F \left( \text{Tr}_{L/F}(\pi_L^i) \right) \geq i + 1, \quad v_F \left( \text{Tr}_{L/F}(\delta) \right) \geq i + 1.\]
Therefore, the third diagram is commutative. Further, using (⋆) of (1.4), one can write
\[ 1 = N_{L/F} \left( \frac{\sigma(\pi^i_L)}{\pi^i_L} \right) \equiv 1 + N_{L/F}(\eta)\pi^{i+1}_F \mod \pi^{i+1}_F. \]

We deduce that \( \text{Tr}_{L/F}(\eta \pi^i_F) \equiv -N_{L/F}(\eta)\pi^i_F \mod \pi^{i+1}_F \). Since \( N_{L/F}(\eta) \equiv \eta^p \mod \pi \) in view of \( \mathcal{O}_L \subseteq U_FU_{1,L} \), we conclude that
\[ N_{L/F}(1 + \theta \pi^i_F) - 1 - \eta^p \pi^i_F(\theta^p - \theta) \in \pi^{i+1}_F \mathcal{O}_L \]
for \( \theta \in \mathcal{O}_F \). This implies the commutativity of the fourth (putting \( \theta \in \mathcal{O}_F \)) and the fifth (when \( \theta \in \pi^i_F \mathcal{O}_F \)) diagrams. Finally, if \( p \mid i, \theta \in \mathcal{O}_F \), then
\[ \frac{\sigma(1 + \theta \pi^i_L)}{1 + \theta \pi^i_L} \equiv 1 + i\theta \eta \pi^{i+1}_L \mod \pi^{i+1}_L. \]
This means that \( N_{L/F}(1 + i\theta \eta \pi^{i+1}_L) \in N_{L/F}U_{s+1,L} \) and
\[ N_{L/F}(U_{s+1,L}) = N_{L/F}(U_{s+1+1,L}). \]

**Remark.** Compare the behaviour of the norm map with the behaviour of raising to the \( p \)-th power in Proposition (5.7) in Ch. I.

**Corollary.** \( U_{s+1,F} = N_{L/F}U_{s+1,L} \).

If \( \overline{F} \) is algebraically closed then \( N_{L/F}L^* = F^* \).

**Proof.** It follows immediately from the last diagram of the Proposition, since the multiplication by \( (-\eta)^{p-1} \) is an isomorphism of the additive group \( \overline{F} \). 

**Exercises.**

1. a) Let \( F \) be a Henselian discrete valuation field, and \( L/F \) a cyclic extension of prime degree. Show that \( U_i,F \subset N_{L/F}U_L \) for sufficiently large \( i \).

b) Show that all assertions of this section hold for a Henselian discrete valuation field.

2. Let \( L/F \) be a Galois extension of degree \( p = \text{char}(\overline{F}) \), and let \( \overline{L}/\overline{F} \) be an inseparable extension of degree \( p \). Let \( \theta \in U_L \) be such that \( \overline{L} = \overline{F}(\theta) \). Let \( \sigma \) be a generator of \( \text{Gal}(L/F) \).

a) Show that \( v_L(\sigma(\theta) - \theta) > 0 \). Put
\[ \frac{\sigma(\theta)}{\theta} = 1 + \eta \pi^s_F \]
for a prime element \( \pi_F \) in \( F \) and some \( \eta \in U_L, s \geq 1 \).

b) Show that \( \text{Tr}_{L/F}(\pi^{j(i)}_F \mathcal{O}_L) = \pi^{j(i)}_F \mathcal{O}_F \) with \( j(i) = (p - 1)s + i \).

c) Show that \( N_{L/F}(1 + \eta \pi^i_F) \equiv 1 + (N_{L/F}^j\eta)\pi^i_F \mod \pi^{i+1}_F \) if \( i < s \).

d) Show that \( N_{L/F}(\pi^{i+1}_F) \equiv \begin{cases} 1 + c^p \pi^s_F N_{L/F}(\theta^i \eta), & 0 < i \leq p - 1, \\ 1 + (c^p - c) \pi^s_F N_{L/F}(\eta), & i = 0, \end{cases} \)
where \( c \in \mathcal{O}_F \).

e) Show that \( U_{ps+1,F} \subset N_{L/F}U_{s+1,L} \).

3. Let \( L/F \) be a Galois extension of degree \( p = \text{char}(F) > 0 \), that is not unramified. Show that

\[
v_L \left( \frac{\gamma}{\text{Tr}_{L/F}(\gamma)} \right) = \max_{\alpha \in \mathcal{O}_L} \{ v_L(\alpha) : \text{Tr}_{L/F}(\alpha) = 1 \},
\]

where \( \gamma = \alpha^{-1}\sigma(\alpha) - 1 \) for a generator \( \sigma \) of \( \text{Gal}(L/F) \) and an element \( \alpha \in \mathcal{O}_L \), such that \( p \nmid v_L(\alpha) \) when \( e(L|F) = p \) and \( \bar{\alpha} \notin \bar{F} \) when \( e(L|F) \) is equal to 1.

2. Artin–Schreier Extensions

A theorem of E. Artin and O. Schreier asserts that every cyclic extension of degree \( p \) over a field \( K \) of characteristic \( p \) is generated by a root of the polynomial \( X^p - X - \alpha \), \( \alpha \in K \) (see Exercise 6 section 5 Ch. V or [La1, Ch. VIII]). In this section we show in Proposition (2.4) and (2.5), following R. MacKenzie and G. Whaples ([MW]), how to extend this result to complete discrete valuation fields of characteristic 0. An alternative proof of the main results of this section can be obtained by using formal groups, see for example [FVZ].

(2.1). First we treat the case of unramified extensions. The polynomial \( X^p - X \) is denoted by \( \wp(X) \) (see (6.3) Ch. I).

**Lemma.** Let \( L/F \) be an unramified Galois extension of degree \( p = \text{char}(F) \). Then \( L = F(\lambda) \), where \( \lambda \) is a root of the polynomial \( X^p - X - \alpha = 0 \) for some \( \alpha \in U_F \) with \( \wp(\lambda) \notin \wp(\bar{F}) \).

**Proof.** Let \( \bar{\lambda} = \bar{F}(\theta) \), where \( \theta \) is a root of the polynomial \( X^p - X - \eta = 0 \) for some \( \eta \notin \wp(\bar{F}) \). Then the polynomial \( X^p - X - \alpha = 0 \), with \( \alpha \in U_F \), such that \( \bar{\alpha} = \eta \), has a root \( \lambda \) in \( L \), by Hensel Lemma (1.2) Ch. II. Thus, \( L = F(\lambda) \).

(2.2). Now we study the case of totally ramified extensions.

Let \( L/F \) be a totally ramified Galois extension of degree \( p = \text{char}(F) \). Let \( \sigma \) be a generator of \( \text{Gal}(L/F) \), \( \pi_L \) a prime element in \( L \) and \( s = v_L(\pi_L^{-1}\sigma(\pi_L) - 1) \).

**Lemma.** For \( \beta \in L \) there exists an element \( b \in F \) such that \( v_L(\sigma\beta - \beta) = v_L(\beta - b) + s \).

**Proof.** Let \( \beta = a_0 + a_1\pi_L + \cdots + a_{p-1}\pi_L^{p-1} \) with \( a_i \in F \) (see Proposition (3.6) Ch. II). Then

\[
\sigma(\beta) - \beta = a_1\pi_L\gamma + \cdots + a_{p-1}\pi_L^{p-1}\left( (1 + \gamma)^{p-1} - 1 \right),
\]
where $\gamma = \pi_L^{-1}\sigma(\pi_L) - 1$. Since $v_L(\gamma) = s > 0$, we get

$$(1 + \gamma)^i - 1 \equiv i\gamma \mod \pi_L^{i+1}$$

for $i \geq 0$.

Hence, $v_L(a_i\pi_L^i((1 + \gamma)^i - 1))$ are distinct for $1 \leq i \leq p - 1$. Put $b = a_0$. Then $v_L(\sigma(\beta) - \beta) = v_L((\beta - b)\gamma) = v_L(\beta - b) + s$, as desired. \hfill \Box

(2.3). Proposition. Let $F$ be a complete discrete valuation field with residue field of characteristic $p > 0$. Let $L$ be a totally ramified Galois extension of degree $p$. If $\text{char}(F) = p$ then $p \nmid s$. If $\text{char}(F) = 0$, then $s \equiv pe/(p-1)$, where $e = e(F)$, is the absolute index of ramification of $F$. In this case, if $p|s$, then a primitive $p$th root of unity belongs to $F$, and $s = pe/(p - 1), L = F(\sqrt[p]{a})$ with some $\alpha \in F^*, \alpha \notin U_FF^p$.

Proof. First assume that $\text{char}(F) = p$ and $s = pi$. Then $(1 + \theta\pi_F^i)^p = 1 + \theta^p\pi_F^i$ for $\theta \in U_F$. One can take $\pi_F = N_{L/F}\pi_L$ for a prime element $\pi_L$ in $L$. Then it follows from (1.4) that $\pi_F \equiv \pi_F^p \mod \pi_L^{p+1}$. Since $N_{L/F}U_{p+1, L} \subset U_{pi+1, F}$, we get the congruence $1 + \theta^p\pi_F^i \equiv N_{L/F}(1 + \theta\pi_L^i) \mod \pi_F^{p+1}$, which contradicts the fourth diagram of Proposition (1.5). Hence, $p \nmid s$.

Assume now that $\text{char}(F) = 0$ and $s > pe/(p - 1)$. Let $\varepsilon = 1 + \theta\pi_F^i \in U_{s,F}$ with $\theta \in U_F$. Corollary 2 of (5.8) Ch. I shows that $\varepsilon = \varepsilon_1^p$ for some $\varepsilon_1 = 1 + \theta\pi_F^i \in U_F$ with $\theta_1 \in U_F$. Then $N_{L/F}U_{p,(s-\varepsilon), L} \notin U_{s+1, F}$, but $p(s - e) \geq s + 1$, which is impossible because of Corollary (1.5). Hence, $s \leq pe/(p - 1)$. By the same reasons as in the case of $\text{char}(F) = p$, it is easy to verify that if $s = pi < pe/(p - 1)$, then $1 + \theta^p\pi_F^i \equiv N_{L/F}(1 + \theta\pi_L^i) \mod \pi_F^{p+1}$, which is impossible. Therefore, in this case we get $s = pe/(p - 1)$. One can write $\sigma(\pi_L)\pi_L^{-1} \equiv 1 + \theta\pi_F^i \mod \pi_L^{pe/(p-1)+1}$. Then, acting by $N_{L/F}$, we get $1 \equiv (1 + \theta\pi_F^i)^{pe/(p-1)+1} \mod \pi_L^{pe/(p-1)+1}$. But $U_{pe/(p-1)+1, F} \subset U_F^{pe/(p-1)+1}$ (see Corollary 2 of (5.8) Ch. I), that permits us to find an element $\zeta \equiv 1 + \theta\pi_F^i \mod \pi_F^{pe/(p-1)+1}$, such that $\zeta^p = 1$; $\zeta$ is a primitive $p$th root of unity in $F$, hence $L = F(\sqrt[p]{\alpha})$ for some $\alpha \in F^*$, by the Kummer theory. Writing $\alpha = \pi_F^{\varepsilon_2} \in U_F$ and assuming $p|a$, we can replace $\alpha$ with $\varepsilon_1$. Since $\sqrt[p]{\alpha} \in F^p$ (otherwise $L/F$ would not be totally ramified) and $\varepsilon_1 \equiv \varepsilon_2^p \mod \pi_L$ for some $\varepsilon_2 \in U_F$. Replacing $\varepsilon_1$ with $\varepsilon_3 = \varepsilon_1\varepsilon_2^{-p}$, we get $\varepsilon_3 \in U_{1,F}, L = F(\sqrt[p]{\varepsilon_3})$. Note that

$$\frac{\sigma(1 + \rho\pi_L^i)}{1 + \rho\pi_L^i} \equiv 1 + \rho i\eta\pi_L^{i+pe/(p-1)} \mod \pi_L^{1+pe/(p-1)}$$

for $\rho \in U_F$. Hence $\varepsilon_3^{-1}\sigma(\varepsilon_3) \equiv 1 \mod \pi_L^{1+pe/(p-1)}$, but $\varepsilon_3^{-1}\sigma(\varepsilon_3)$ is a primitive $p$th root of unity. This contradiction proves that $\alpha \notin U_FF^p$. \hfill \Box

(2.4). Proposition. Let $F$ be a complete discrete valuation field with residue field of characteristic $p > 0$. Let $L$ be a Galois totally ramified extension of degree $p$. Let
\( s \neq pe/(p - 1) \) if \( \text{char}(F) = 0, \ e = e(F) \). Then \( L = F(\lambda) \), where \( \lambda \) is a root of some polynomial \( X^p - X - \alpha \) with \( \alpha \in F \), \( v_F(\alpha) = -s \).

**Proof.** The previous Proposition shows that \( p \nmid s \). First consider the case of \( \text{char}(F) = p \). Then, by the Artin–Schreier theory, \( L = F(\lambda) \), where \( \lambda \) is a root of a suitable polynomial \( X^p - X - \alpha \) with \( \alpha \in F \). Let \( \sigma \) be a generator of \( \text{Gal}(L/F) \). Then
\[
(\sigma(\lambda) - \lambda)^p = \sigma \lambda - \lambda.
\]
Since \( \lambda \notin F \), we get \( \sigma(\lambda) - \lambda = a \) with an integer \( a \). \( p \nmid a \).

Then
\[
\lambda^{-1} \sigma(\lambda) = 1 + a \lambda^{-1},
\]
and hence Proposition (1.5) implies \( 1 + a \lambda^{-1} \in U_{s,L} \).
This shows \( v_L(\lambda) \leq -s \) and \( v_F(\alpha) \leq -s \). Put \( t = v_F(\alpha) \). If \( t = pt \), then we can write \( \alpha = \pi_L^t \theta \mod \pi_L^{t+1} \) with \( \theta \in U_F \) and a prime element \( \pi_L \) in \( L \). Therefore,
\[
\alpha \equiv \pi_L^p \theta \equiv \pi_L^{p+1} \mod \pi_L^{p+1},
\]
where \( \pi_F = N_{L/F} \pi_L \equiv \pi_L^p \mod \pi_L^{p+1} \) is a prime element in \( F \). Replacing \( \lambda \) by \( \lambda' = \lambda - \pi_L^t \theta \) and \( \alpha \) by \( \alpha' = \alpha - \pi_L^t \theta \), we get
\[
\lambda' = \alpha' \quad \text{and} \quad L = F(\lambda'), v_F(\alpha') > v_F(\alpha).\]

Proceeding in this way we can assume \( p \nmid t \) because \( v_F(\alpha') \leq -s \). Then it follows from (1.4) that \( v_L(\lambda^{-1}) = s \) and \( v_F(\alpha) = -s \).

Now we consider the case of \( \text{char}(F) = 0 \).

**First** we will show that there is an element \( \lambda_1 \in L \), such that \( v_L(\lambda_1) = -s \) and \( v_L(\sigma(\lambda_1) - \lambda_1 - 1) > 0 \). Indeed, put \( \beta = -\pi_L^{-s} \rho s^{-1} \) with \( \rho \in U_F \), then
\[
\sigma(\beta) - \beta = -\pi_L^{-s} \rho s^{-1} ((1 + \eta \pi_L^s)^{-s} - 1) \equiv \rho \eta \mod \pi_L.
\]

Hence, if we choose \( \beta = \eta^{-1} \), then \( v_L(\sigma(\beta) - \beta - 1) > 0 \). Put \( \lambda_1 = \beta - b \).

Since \( s < pe/(p - 1) = e(L)/(p - 1) \), we get
\[
v_L(\sigma(\lambda_1^p) - \lambda_1^p - 1) > 0 \quad \text{and} \quad v_L(\sigma(\varphi(\lambda_1)) - \varphi(\lambda_1)) > 0.
\]

**Second** we will construct a sequence \( \{\lambda_n\} \) of elements in \( L \) satisfying the conditions
\[
v_L(\lambda_n) = -s, \quad v_L(\lambda_{n+1} - \lambda_n) \geq v_L(\lambda_n - \lambda_{n-1} + 1),
\]
\[
v_L(\sigma(\varphi(\lambda_{n+1}) - \varphi(\lambda_{n+1})) + v_L(\sigma(\varphi(\lambda_n) - \varphi(\lambda_n)) + 1).
\]

Then for \( \lambda = \lim \lambda_n \) we obtain \( \sigma(\varphi(\lambda) = \varphi(\lambda) \), or in other words \( \lambda^p = \lambda = \alpha \in F \) and \( v_F(\alpha) = -s \).

Put \( \lambda_0 = 0 \). Let \( \delta_n = \sigma(\varphi(\lambda_n)) - \varphi(\lambda_n) \). Then \( v_L(\delta_n) > 0 \). If \( \delta_n = 0 \), then put \( \lambda_m = \lambda_n \) for \( m > n \). Otherwise, by Lemma (2.2), there exists an element \( c_n \in F \) such that
\[
v_L(\sigma(\varphi(\lambda_n) - \varphi(\lambda_n)) = v_L(\varphi(\lambda_n) - c_n) + s.
\]
Put \( \mu_n = \varphi(\lambda_n) - c_n \), \( \lambda_{n+1} = \lambda_n + \mu_n \). Then \( \sigma \mu_n = \mu_n + \delta_n \), \( v_L(\sigma(\lambda_{n+1}) - \lambda_{n+1} - 1) \geq 0 \) and \( v_L(\lambda_n) > -s \). \( v_L(\lambda_{n+1}) = -s \). So
\[
v_L(\lambda_{n+1} - \lambda_n) = v_L(\mu_n) = -s + v_L(\sigma(\varphi(\lambda_n) - \varphi(\lambda_n))
\]
\[
\geq -s + v_L(\sigma(\varphi(\lambda_{n-1}) - \varphi(\lambda_{n-1}))) = v_L(\lambda_n - \lambda_{n-1}) + 1
\]
for $n > 1$, and $v_L(\lambda_2 - \lambda_1) = -s + v_L(\sigma \varphi(\lambda_1) - \varphi(\lambda_1)) \geq v_L(\lambda_1 - \lambda_0) + 1$. Furthermore,

$$\sigma \varphi(\mu_n) - \varphi(\mu_n) = \varphi(\mu_n + \delta_n) - \varphi(\mu_n) = -\delta_n + \sum_{i=1}^{p} \binom{p}{i} \mu_n^{p-i} \delta_n^i.$$ 

We also get

$$v_L(\sigma \varphi(\mu_n) - \varphi(\mu_n) + \delta_n) \geq v_L(\delta_n) + 1.$$ 

Moreover,

$$\sigma \varphi(\lambda_{n+1}) - \varphi(\lambda_{n+1}) = \sigma \varphi(\lambda_n) - \varphi(\lambda_n)$$

$$+ \sigma \varphi(\mu_n) - \varphi(\mu_n) + \sum_{i=1}^{p-1} \binom{p}{i} (\sigma(\lambda_n^{p-i} \mu_n^i) - \lambda_n^{p-i} \mu_n^i)$$

and

$$\sigma(\lambda_n^{p-i} \mu_n^i) - \lambda_n^{p-i} \mu_n^i = \lambda_n^{p-i} \mu_n^i (\varepsilon^{p-i}(1 + \delta_n \mu_n^{-1})^i - 1),$$

where $\lambda_n^{-1} \sigma \lambda_n = \varepsilon_n \in U_{s,L}, v_L(\delta_n \mu_n^{-1}) = v_L(\delta_n) + s - v_L(\delta_n) = s$. Hence, for $1 \leq i \leq p - 1$ we get

$$v_L(\sigma(\lambda_n^{p-i} \mu_n^i) - \lambda_n^{p-i} \mu_n^i) \geq -(p - 1)s + v_L(\delta_n) \geq -pe + v_L(\delta_n) + 1.$$ 

As a result we obtain the following inequality

$$v_L(\sigma \varphi(\lambda_{n+1}) - \varphi(\lambda_{n+1})) \geq v_L(\delta_n) + 1,$$

which completes the proof. \qed

(2.5). The assertions converse to Propositions (2.1) and (2.4) can be formulated as follows.

**Proposition.** Let $F$ be a complete discrete valuation field with a residue field of characteristic $p > 0$. Then every polynomial $X^p - X - \alpha$ with $\alpha \in F$, $v_F(\alpha) > -pe/(p - 1)$ if char$(F) = 0$ and $e = e(F)$, either splits completely or has a root $\lambda$ which generates a cyclic extension $L = F(\lambda)$ over $F$ of degree $p$. In the last case $v_L(\sigma(\lambda) - \lambda - 1) > 0$ for some generator $\sigma$ of Gal$(L/F)$. If $\alpha \in U_F, \overline{\alpha} \notin \varphi(F)$, then $L/F$ is unramified; if $\alpha \in M_F$, then $\lambda \in F$; if $\alpha \notin O_F$ and $p \nmid v_F(\alpha)$, then $L/F$ is totally ramified with $s = -v_F(\alpha)$.

**Proof.** Let $\alpha \in M_F, f(X) = X^p - X - \alpha$. Then $f(0) \in M_F, f'(0) \notin M_F$, and, by Hensel Lemma (1.2) Ch. II, for every integer $a$ there is $\lambda \in M_F$ with $f(\lambda) = 0$, $\lambda - a \in M_F$. This means that $f(X)$ splits completely in $F$. If $\alpha \in U_F, \overline{\alpha} \notin \varphi(F)$, then Proposition (3.2) Ch. II shows that $F(\lambda)/F$ is an unramified extension and Proposition (3.3) Ch. II shows that $F(\lambda)/F$ is Galois of degree $p$. The generator $\sigma \in \text{Gal}(L/F)$, for which $\overline{\sigma \alpha} = \sigma \overline{\alpha} + 1$, is the required one.
If \( \alpha \notin \mathcal{O}_F \), then let \( \lambda \) be a root of the polynomial \( X^p - X - \alpha \) in \( F^{\text{alg}} \) and \( L = F(\lambda) \). Put
\[
g(Y) = (\lambda + Y)^p - (\lambda + Y) - \alpha = Y^p + \binom{p}{1} \lambda Y^{p-1} + \cdots + \binom{p}{p-1} \lambda Y - Y.
\]
If \( \text{char}(F) = p \), then \( L/F \) is evidently cyclic of degree \( p \) when \( \alpha \notin \wp(F) \). If \( \text{char}(F) = 0 \), then \( v_L((p) \lambda^i) > e(L|F)(e - ei/(p - 1)) \geq 0 \) for \( i \leq p - 1 \) and \( \wp(Y) = Y^p - Y \) over \( \overline{L} \). Hence by Hensel Lemma \( g(Y) \) splits completely in \( L \).

Therefore, \( L/F \) is cyclic of degree \( p \) if \( f(X) \) does not split over \( F \). Let \( \sigma \) be a generator of \( \text{Gal}(L/F) \), such that \( \sigma(\lambda) - \lambda \) is a root of \( g(Y) \) and is congruent to 1 mod \( \pi_L \). Then \( v_L(\sigma(\lambda) - \lambda - 1) > 0 \). If \( p \nmid v_F(\alpha) \), then the equality \( pv_L(\lambda) = v_L(\alpha) \) implies \( e(L|F) = p \), and \( L/F \) is totally ramified. It follows from the definition of \( s \) in (1.4) that \( s = v_L(\sigma(\lambda) - \lambda - 1) \), and consequently \( s = v_L(\sigma(\lambda) - \lambda) - v_L(\lambda) = -v_F(\lambda) = -v_F(\alpha) \).

**Corollary.** Let \( \lambda \) be a root of the polynomial \( X^p - X + \theta p \alpha \) with \( \theta \in U_F \), \( v_F(\alpha) = -s > -pe/(p - 1) \), \( p \nmid s \). Let \( L = F(\lambda) \). Then \( \alpha \in N_{L/F}L^* \) and \( 1 + \theta^{-p} \wp(\mathcal{O}_F) \alpha^{-1} + \pi_F^{s+1} \mathcal{O}_F \subset N_{L/F}L^* \), where \( \wp(\mathcal{O}_F) = \{ \wp(\beta) : \beta \in \mathcal{O}_F \} \).

**Proof.** The preceding Proposition shows that \( L/F \) is a totally ramified extension of degree \( p \) and that \( v_L(\sigma(\lambda_L)\pi_L^{-1} - 1) = s \) for a generator \( \sigma \) of \( \text{Gal}(L/F) \) and a prime element \( \pi_L \) in \( L \). Put \( f(X) = X^p - X + \theta p \alpha \). Then we get \( N_{L/F}(-\lambda) = f(0) = \theta p \alpha \) and \( \alpha = N_{L/F}(-\lambda \theta^{-1}) \). For \( \beta \in \mathcal{O}_F \) put
\[
g(Y) = f(\beta - Y) = (\beta - Y)^p - (\beta - Y) + \theta p \alpha.
\]
Then
\[
N_{L/F}(\beta - \lambda) = g(0) = \wp(\beta) + \theta p \alpha.
\]
Therefore, \( 1 + \wp(\beta) \theta^{-p} \alpha^{-1} \subset N_{L/F}L^* \). It remains to use Corollary (1.5).

(2.6). **Remark.** Another description of totally ramified extensions of degree \( p \) can be found in [Am]. For a treatment of Artin–Schreier extensions by using Lubin–Tate formal groups and a generalization to \( n \)-dimensional local fields see [FVZ].

**Exercises.**

1. Let \( L/F \) be a Galois extension of degree \( p = \text{char}(F) \), and let \( \overline{L}/F \) be an inseparable extension of degree \( p \). Let \( \theta, \sigma, s \) be as in Exercise 2 section 1. Let \( \text{char}(F) = 0 \) and \( e = e(F) \) the absolute index of ramification of \( F \).
   a) Prove an analog of Lemma (2.2) (with \( \theta \) instead of \( \pi_L \)).
   b) Show that \( s \leq e/(p - 1) \).
   c) Show that \( s < e/(p - 1) \) if and only if there exists an element \( \lambda_1 \in L \), such that \( v_L(\sigma(\lambda_1) - \lambda_1 - 1) > 0 \), \( v_L(\lambda_1) = -ps \).
3. The Hasse–Herbrand Function

In this section we associate to a finite separable extension $L/F$ a certain real function $h_{L/F}$ which partially describes the behaviour of the norm map from arithmetical point of view. In subsections (3.1), (3.2) we study the case of Galois extensions and in subsection (3.3) the case of separable extensions. In (3.4) we derive first applications. Then we relate the function $h_{L/F}$ which was originally introduced in a different way by H. Hasse and J. Herbrand to properties of ramification subgroups and prove in section (3.5) a theorem of J. Herbrand on the behaviour of ramification groups in extensions; further properties of ramification subgroups are studied in (3.6) and (3.7).
III. The Norm Map

We maintain the hypothesis of the preceding sections concerning $F$, and assume in addition that all residue field extensions are separable.

(3.1). Proposition. Let the residue field $\overline{F}$ be infinite. Let $L/F$ be a finite Galois extension, $N = N_{L/F}$. Then there exists a unique function

$$h = h_{L/F} : \mathbb{N} \to \mathbb{N}$$

such that $h(0) = 0$ and

$$NU_{h(i),L} \subset U_{i,F}, \quad NU_{h(i),L} \not\subset U_{i+1,F}, \quad NU_{h(i)+1,L} \subset U_{i+1,F}.$$ 

Proof. The uniqueness of $h$ follows immediately. Indeed, for $j > h(i)$ $NU_{j,L} \subset U_{i+1,F}$, hence if $\tilde{h}$ is another function with the required properties, then $\tilde{h}(i) \leq h(i), h(i) \leq \tilde{h}(i)$, i.e., $h = \tilde{h}$.

As for the existence of $h$, we first consider the case of an unramified extension $L/F$. Then Proposition (1.2) shows that in this case $h(i) = i$ (because $N_{\overline{L}/\overline{F}(\overline{L})} \neq 1$ and $\text{Tr}_{\overline{L}/\overline{F}} \overline{L} = \overline{F}$). The next case to consider is a totally ramified cyclic extension $L/F$ of prime degree. In this case Proposition (1.3) and Proposition (1.5) describe the behavior of $N_{L/F}$. By means of the homomorphisms $\lambda_{i,L}$, the map $N_{L/F}$ is determined by some nonzero polynomials over $L$. The image of $L$ under the action of such a polynomial is not zero since $\overline{L}$ is infinite. Hence, we obtain

$$h(i) = |L : F|i,$$

if $L/F$ is totally tamely ramified, and

$$h(i) = \begin{cases} i, & i \leq s, \\ s(1 - p) + pi, & i \geq s, \end{cases}$$

if $L/F$ is totally ramified of degree $p = \text{char}(\overline{F}) > 0$.

Now we consider the general case. Note that if we have the functions $h_{L/M}$ and $h_{M/F}$ for the Galois extensions $L/M, M/F$, then for the extension $L/F$ one can put $h_{L/F} = h_{L/M} \circ h_{M/F}$. Indeed,

$$N_{L/F}U_{h_{L/F}(i),L} \subset N_{M/F}U_{h_{M/F}(i),M} \subset U_{i,F}.$$ 

Furthermore, the behavior of $N_{L/F}$ is determined by some nonzero polynomials (the composition of the polynomials for $N_{L/M}$ and $N_{M/F}$, the existence of which can be assumed by induction). Hence

$$N_{L/F}U_{h_{L/F}(i),L} \not\subset U_{i+1,F}.$$ 

Since

$$N_{L/F}U_{h_{L/F}(i)+1,L} \subset N_{M/F}U_{h_{M/F}(i)+1,M} \subset U_{i+1,M},$$

we deduce that $h = h_{L/F}$ is the desired function.
3. The Hasse–Herbrand Function

In the general case we put \( h_{L/F} = h_{L/L_0} \) for \( L_0 = L \cap F^{\text{ur}} \) and determine \( h_{L/L_0} \) by induction using Corollary 3 of (4.4) Ch. II, which shows that \( L/L_0 \) is solvable.

(3.2). To treat the case of finite residue fields we need

**Lemma.** Let \( L/F \) be a finite separable totally ramified extension. Then for an element \( \alpha \in L \) we get

\[
N_{L/F}(\alpha) = N_{\hat{L}^{\text{ur}}/\hat{F}^{\text{ur}}}(\alpha)
\]

where \( F^{\text{ur}} \) is the completion of \( F^{\text{ur}} \), \( \hat{L}^{\text{ur}} = LF^{\text{ur}} \).

**Proof.** Let \( L = F(\pi_L) \) with a prime element \( \pi_L \) in \( L \), and let \( \alpha \in L \). Let

\[
\alpha \pi_L^n = \sum_{j=0}^{n-1} c_{ij} \pi_L^j \quad \text{with} \quad c_{ij} \in F, \, 0 \leq i \leq n - 1, \, n = [L : F].
\]

Then \( N_{L/F}(\alpha) = \det(c_{ij}) \) (see [La1, Ch. VIII]). Since \( L^{\text{ur}} = F^{\text{ur}}(\pi_L) \) and

\[
|L^{\text{ur}} : F^{\text{ur}}| = e(L^{\text{ur}}|F^{\text{ur}}) = e(L^{\text{ur}}|F) = e(L : F),
\]

we get

\[
N_{L^{\text{ur}}/F^{\text{ur}}}(\alpha) = \det(c_{ij}) = N_{L/F}(\alpha).
\]

Finally, let \( E/F^{\text{ur}} \) be a finite totally ramified Galois extension with \( E \supset L^{\text{ur}} \). Let \( G = \text{Gal}(E/F^{\text{ur}}) \), \( H = \text{Gal}(E/L^{\text{ur}}) \), and let \( G \) be the disjoint union of \( \sigma_i H \) with \( \sigma_i \in G, \, 1 \leq i \leq |L^{\text{ur}} : F^{\text{ur}}| \). Then

\[
N_{L^{\text{ur}}/F^{\text{ur}}}(\alpha) = \prod \sigma_i(\alpha) = N_{L^{\text{ur}}/F^{\text{ur}}}(\alpha),
\]

because \( G \) and \( H \) are isomorphic to \( \text{Gal}(\hat{E}/\hat{F}^{\text{ur}}) \) and \( \text{Gal}(\hat{E}/\hat{L}^{\text{ur}}) \) by (4) in Theorem (2.8) Ch. II.

This Lemma shows that for a finite totally ramified Galois extension \( L/F \) the functions \( h_{L/F} \) and \( h_{L^{\text{ur}}/F^{\text{ur}}} \) coincide. Now, if \( L/F \) is a finite Galois extension, we put

\[
h_{L/F} = h_{L/L_0} = h_{L^{\text{ur}}/F^{\text{ur}}},
\]

In particular, if \( F \) is finite we put \( h_{L/F} = h_{L^{\text{ur}}/F^{\text{ur}}} \) (the residue field of \( F^{\text{ur}} \) is infinite as the separable closure of a finite field).

It is useful to extend this function to real numbers. For unramified extension, or tamely totally ramified extension of prime degree, or totally ramified extension of degree \( p = \text{char}(F) > 0 \) put

\[
h_{L/F}(x) = x, \quad h_{L/F}(x) = |L : F|x, \quad h_{L/F}(x) = \begin{cases} x, & x \leq s, \\ s(1-p) + px, & x \geq s \end{cases},
\]

where \( s = \frac{\log p}{\log p} \). This gives a homomorphism from \( [0, \infty) \) to \( [0, \infty) \) and \( \mathbb{R} \) to \( \mathbb{R} \).
III. The Norm Map

for real $x \geq 0$ respectively. Using the solvability of $L/L_0$ (Corollary 3 of (4.4) Ch. II) and the equality $h_{L/F} = h_{L/M} \circ h_{M/F}$ define now $h_{L/F}(x)$ as the composite of the functions for a tower of cyclic subextensions in $L/L_0$.

Proposition. Thus defined function $h_{L/F} : [0, +\infty) \rightarrow [0, +\infty)$ is independent on the choice of a tower of subfields. The function $h_{L/F}$ is called the Hasse–Herbrand function of $L/F$. It is piecewise linear, continuous and increasing.

Proof. It suffices to show that if $M_1/M, M_2/M$ are cyclic extensions of prime degree, then

(*) \[ h_{E/M_1} \circ h_{M_1/M} = h_{E/M_2} \circ h_{M_2/M} \]

where $E = M_1 M_2$.

Note that each of $h_{M_1/M}(x), h_{M_2/M}(x)$ has at most one point at which its derivate is not continuous. Therefore there are at most two points at which the function of the left (resp. right) hand side of (*) has discontinuous derivative. By looking at graphs of the functions it is obvious that at such points the derivative strictly increases and there is at most one such noninteger point for at most one of the composed functions of the left hand side and the right hand side of (*). At this point (if it exists) the derivative jumps from $p$ to $p^2$.

From the uniqueness in the preceding Proposition we deduce that the left and right hand sides of (*) are equal at all nonnegative integers. Thus, elementary calculus shows that the left and right hand sides of (*) are equal at all nonnegative real numbers. □

(3.3). Let the residue field of $F$ be perfect. For a finite separable extension $L/F$ put

$h_{L/F} = h_{E/F}^{-1} \circ h_{E'/F}$,

where $E/F$ is a finite Galois extension with $E \supset L$. Then $h_{L/F}$ is well defined, since if $E'/F$ is a Galois extension with $E' \supset L$ and $E'' = E'E$, then

$h_{E''/L} \circ h_{E'/F} = (h_{E'/E'} \circ h_{E'/L})^{-1} \circ (h_{E'/E'} \circ h_{E'/F}) = h_{E'/L} \circ h_{E'/F}$

and, similarly, $h_{E''/L} \circ h_{E'/F} = h_{E'/L} \circ h_{E'/F}$. We can easily deduce from this that the equality

$h_{L/F} = h_{L/M} \circ h_{M/F}$

holds for separable extensions.

Proposition. Let $L/F$ be a finite separable extension, and let $F$ be perfect. Then $h_{L/F}(\mathbb{N}) \subset \mathbb{N}$ and the left and right derivatives of $h_{L/F}$ at any point are positive integers.
Proof. Let $E/F$ be a finite Galois extension with $E \supset L$. Then from Lemma (3.2) we get

$$h_{L/F} = h_{E/L}^{-1} \circ h_{E/F} = h_{E/F_{ur}}^{-1} \circ h_{E/F_{ur}} = h_{L/F_{ur}}.$$ 

Put $G = \text{Gal}(E_{ur}/F_{ur})$, $H = \text{Gal}(E_{ur}/L_{ur})$. Since $G$ is a solvable group, there exists a chain of normal subgroups

$$G \triangleright G_{(1)} \triangleright \cdots \triangleright G_{(m)} = \{1\},$$

such that $G_{(i)}/G_{(i+1)}$ is a cyclic group of prime order. Then we obtain the chain of subgroups

$$G \triangleright G_{(1)}H \triangleright \cdots \triangleright G_{(m)}H = H,$$

for which $G_{(i+1)}H$ is of prime index or index 1 in $G_{(i)}H$. This shows the existence of a tower of fields

$$\hat{F}_{ur} - M_1 - \cdots - M_{n-1} - M_n = \hat{L}_{ur},$$

such that $M_{i+1}/M_i$ is a separable extension of prime degree. Therefore, it suffices to prove the statements of the Proposition for such an extension.

If $M_{i+1}/M_i$ is a totally tamely ramified extension of degree $l$, then $\pi = \pi_1^l$ is a prime element in $M_i$ for some prime element $\pi_1$ in $M_{i+1}$. Since $l$ is relatively prime with $\text{char}(\hat{F})$, we obtain, using the Henselian property of $M_i$ and the equality $\hat{M}_i = F_{\text{sep}}$, that a primitive $l$th root of unity belongs to $M_i$. This means that $M_{i+1}/M_i$ is a Galois extension and

$$h_{M_{i+1}/M_i}(x) = lx.$$

If $M_{i+1}/M_i$ is an extension of degree $p = \text{char}(\hat{F}) > 0$, then let $K/M_i$ be the smallest Galois extension, for which $K \supset M_{i+1}$. Let $K_1$ be the maximal tamely ramified extension of $M_i$ in $K$; then $l = e(K_1|M_i) = e(K|M_{i+1})$ is relatively prime to $p$. Choose prime elements $\pi$ and $\pi_1$ in $M_{i+1}$ and $K$ such that $\pi = \pi_1^l$. Let $f(X) \in M_i[X]$ be the monic irreducible polynomial of $\pi$ over $M_i$. Then

$$f'(\pi) = \prod_{i=1}^{p-1} (\pi - \sigma^i(\pi)) = \prod_{i=1}^{p-1} (\pi_1^l - \sigma^i(\pi_1^l)),$$

where $\sigma \in \text{Gal}(K/K_1)$ is such that $\sigma|_{M_{i+1}}$ is a generator of $\text{Gal}(M_{i+1}/M_i)$. Let $s$ be defined for $K/K_1$ as in (1.4). Then $v_K(\pi_1^l - \sigma^i(\pi_1^l)) = l + s$ for $1 \leq i \leq p - 1$, and

$$(p - 1)(l + s) = v_K(f'(\pi))$$

is divisible by $l$. We deduce that $l|(p - 1)s$ and

$$h_{M_{i+1}/M_i}(x) = \frac{1}{l} h_{K/K_1}(lx) = \begin{cases} x, & x \leq sl^{-1}, \\ s(1 - p)l^{-1} + px, & x \geq sl^{-1}. \end{cases}$$

These considerations complete the proof. \qed
The function $h_{L/F}$ is piecewise linear, continuous and increasing.

Remark. $h_{L/F}$ possesses the properties of Proposition (3.1) in the general case of a separable extension $L/F$ (see Exercise 1).

(3.4). The following assertion clarifies relation between the Hasse–Herbrand function and the norm map.

Proposition. Let $L/F$ be a finite separable extension. Then for $\varepsilon \in O_L$

$$h_{L/F}(v_F(N_{L/F}(\varepsilon) - 1)) \geq v_L(\varepsilon - 1),$$

and if $v_L(\alpha - \beta) > 0$ for $\alpha, \beta \in L$, then

$$h_{L/F}(v_F(N_{L/F}(\alpha) - N_{L/F}(\beta))) \geq v_L(\alpha - \beta).$$

Proof. First we show that the second inequality is a consequence of the first one. Indeed, if $v_L(\beta) \geq v_L(\alpha - \beta)$, then $v_L(\alpha - \beta) > v_L(1 - \alpha \beta^{-1}) \geq v_L(1 - \alpha \beta^{-1}) + v_L(\beta) > 0$, and putting $\varepsilon = \alpha \beta^{-1}$, we deduce

$$h_{L/F}(v_F(N_{L/F}(\alpha) - N_{L/F}(\beta))) \geq v_L(\beta) + v_L(1 - \alpha \beta^{-1}) \geq v_L(\alpha - \beta).$$

We now verify the first inequality of the Proposition. By the proof of the previous Proposition, we may assume that $L/F$ is totally ramified and $F$ is algebraically closed. It is easy to show that if the first inequality holds for $L/M$ and $M/F$, then it holds for $L/F$. The arguments from the proof of the previous Proposition imply now that it suffices to verify the first inequality for a separable extension $L/F$ of prime degree. If $L/F$ is tamely ramified, then $L/F$ is Galois, and the inequality follows from Proposition (1.3). If $|L : F| = p = \text{char}(F) > 0$, then Proposition (1.5) implies the required inequality for the Galois case. In general, assume that $E/F$ is the minimal Galois extension such that $E \supset L$, and let $E_1$ is the maximal tamely ramified subextension of $F$ in $E$. Let $l = |E : L| = |E_1 : F|$. Then $N_{L/F}(U_{i,L}) = N_{E/F}(U_{i,E}) \subset N_{E_1/F}(U_{j,E_1})$ with $j \geq h_{E_1/F}(li)$. Hence, $N_{L/F}(U_{i,L}) \subset U_{k,F}$ with $lk \geq h_{E_1/F}(li)$, i.e., $k \geq h_{L/F}(i)$, as desired.
(3.5). We will relate the Hasse–Herbrand function to ramification groups which are defined in (4.3) Ch. II.

If \( H \) is a subgroup of the Galois group \( G \), then \( H_x = H \cap G_x \). As for the quotients, the description is provided by the following

**Theorem (Herbrand).** Let \( L/F \) be a finite Galois extension and let \( M/F \) be a Galois subextension. Let \( x, y \) be nonnegative real numbers related by \( y = h_{L/M}(x) \).

Then the image of \( \text{Gal}(L/F)_y \) in \( \text{Gal}(M/F) \) coincides with \( \text{Gal}(M/F)_x \).

**Proof.** The cases \( x \leq 1 \) or \( e(L|M) = 1 \) are easy and left to the reader. Due to solvability of Galois groups of totally ramified extensions it is sufficient to prove the assertion in the case of a ramified cyclic extension \( L/M \) of prime degree \( l \).

If \( l \neq p \), then using Proposition (3.5) Ch. II choose a prime element \( \pi \) of \( L \) such that \( \pi_M = \pi^l \) is a prime element of \( M \). Then for every \( \tau \in \text{Gal}(L/F)_1 \) we have \( \pi^{-1}_M \tau \pi_M = (\pi^{-1} \tau \pi)^l \) and therefore

\[
 v_L(\pi^{-1} \tau \pi - 1) = v_L((\pi^{-1} \tau \pi)^l - 1) = l v_M(\pi^{-1}_M \tau \pi_M - 1).
\]

Consider now the most interesting case \( l = p \), \( x \geq 1 \). Let \( \pi_L \) be a prime element of \( L \). Put \( s = s(L|M) \), see (1.4).

The element \( \pi_M = N_{L/M} \pi_L \) is a prime element of \( M \). Let \( \tau \in \text{Gal}(L/F)_y \). We have \( \pi^{-1}_M \tau \pi_M = N_{L/M}(\pi^{-1}_L \tau \pi_L) \).

From Proposition (3.4) we get

\[
 h_{L/M}(v_M(\pi^{-1}_M \tau \pi_M) - 1) = h_{L/M}(v_M(N_{L/M}(\pi^{-1}_L \tau \pi_L) - 1)) \geq y,
\]

so \( \tau | M \) belongs to \( \text{Gal}(M/F)_x \).

Conversely, if \( \tau | M \in \text{Gal}(M/F)_x \), then \( i = v_M(\pi^{-1}_M \tau \pi_M - 1) \geq x \). If \( i \leq s \) then applying (1.5) we deduce that \( \tau \in \text{Gal}(L/F)_i = \text{Gal}(L/F)_y \). If \( i > s \) then Proposition (4.5) Ch. II and (1.5) show that \( j = v_L(\pi^{-1}_L \tau \pi_L - 1) = s + pr \) for some nonnegative integer \( r \).

If \( r > 0 \) then Proposition (1.5) implies that \( i = s + r \) and \( \tau \in \text{Gal}(L/F)_j = \text{Gal}(L/F)_y \). If \( r = 0 \) then since \( i > s \) from the same Proposition we deduce that

\[
 \frac{\tau \pi_L}{\pi_L} \equiv \frac{\sigma \pi_L}{\pi_L} \mod \mathcal{M}_L^{s+1}
\]

for an appropriate generator \( \sigma \) of \( \text{Gal}(L/M) \). Then \( \tau \sigma^{-1} \) belongs to \( \text{Gal}(L/F)_k \) for \( k > s \). Due to the previous discussions (view \( k \) as \( j > s \) above) \( k = h_{L/M}(i) \) and \( \tau \) belongs to \( \text{Gal}(L/F)_y \) \( \text{Gal}(L/M) \), as required.

**Corollary.** Define the upper ramification filtration of \( G = \text{Gal}(L/F) \) as

\[
 G(x) = \text{Gal}(L/F)_{h_{L/F}(x)}.
\]
Then for a normal subgroup \( H \) of \( G \) the previous theorem shows that
\[
(G/H)(x) = G(x)H/H.
\]

**Definition.** For an infinite Galois extension \( L/F \) define upper ramification subgroups of \( G = \text{Gal}(L/F) \) as
\[
G(x) = \lim_{\leftarrow} \text{Gal}(M/F)(x)
\]
where \( M/F \) runs through all finite Galois subextensions of \( L/F \). Real numbers \( x \) such that \( G(x) \neq G(x + \delta) \) for every \( \delta > 0 \) are called upper ramification jumps of \( L/F \).

(3.6). The following Proposition is a generalization of results of section 1.

Suppose that \( L/F \) is a finite totally ramified Galois extension and that \( |L : F| \) is a power of \( p = \text{char}(F) \). Put \( G = \text{Gal}(L/F) \). For the chain of normal ramification groups
\[
G = G_1 \geq G_2 \geq \ldots \geq G_n > G_{n+1} = \{1\}
\]
let \( L_m \) be the fixed field of \( G_m \); then we get the tower of fields
\[
F = L_1 - L_2 - \cdots - L_n - L_{n+1} = L.
\]

**Proposition.** Let \( 1 \leq m \leq n \). Then \( \text{Gal}(L_{m+1}/L_m) \) coincides with the ramification group \( \text{Gal}(L_{m+1}/L_m) \). \( \text{Gal}(L_{m+1}/L_m)_{\{1\}} \) and \( h_{L_{m+1}/L_m}(m) = m \).

Moreover, if \( i < m \), then \( h_{L_{m+1}/L_m}(i) = i \) and the homomorphism
\[
U_{i,L_{m+1}}/U_{i+1,L_{m+1}} \longrightarrow U_{i,L_m}/U_{i+1,L_m}
\]
induced by \( N_{L_{m+1}/L_m} \) is injective;

if \( i > m \), then the homomorphism
\[
U_{h(i),L_{m+1}}/U_{h(i)+1,L_{m+1}} \longrightarrow U_{i,L_m}/U_{i+1,L_m}
\]
induced by \( N_{L_{m+1}/L_m} \) for \( h = h_{L_{m+1}/L_m} \) is bijective.

Furthermore, the homomorphism
\[
U_{h(i),L}/U_{h(i)+1,L} \longrightarrow U_{i,F}/U_{i+1,F}
\]
induced by \( N_{L/F} \) for \( h = h_{L/F} \), is bijective if \( h(i) > n \).

**Proof.** Induction on \( m \). Base of induction \( m = n \). Since \( \text{Gal}(L/L_n) \) is equal to the group \( \text{Gal}(L/F) \cap \text{Gal}(L/L_n) \), we deduce that \( \text{Gal}(L/L_n) = \text{Gal}(L/L_n) \) and \( \text{Gal}(L/L_n)_{\{1\}} = \{1\} \), and \( h_{L/L_n}(x) = x \) for \( x \leq n \). All the other assertions for \( m = n \) follow from Proposition (1.5).

Induction step \( m + 1 \rightarrow m \). The transitivity property of the Hasse–Herbrand function implies that \( h_{L/L_{m+1}}(x) = x \) for \( x \leq m + 1 \). Now from the previous Theorem
\[
\text{Gal}(L_{m+1}/L_m) = \text{Gal}(L/L_m)_{h_{L/L_{m+1}}(x)} \text{Gal}(L_{m+1}/L_m)/\text{Gal}(L_{m+1}/L_m).
\]
We deduce that Gal($L_{m+1}/L_m$)$_m = Gal($L_{m+1}/L_m$) and Gal($L_{m+1}/L_m$)$_{m+1} = \{1\}$. The rest follows from Proposition (1.5).

To deduce the last assertion note that $k = h_L/F(i) > n$ implies $j = h_{L_n}/F(i) > m$. □

**Corollary.** The word “injective” in the Proposition can be replaced by “bijective” if $\mathcal{F}$ is perfect.

**(3.7). Proposition.** Let $L/F$ be a finite Galois extension, and let $G = Gal(L/F)$, $h = h_L/F$. Let $h'_L$ and $h'_r$ be the left and right derivatives of $h$. Then $h'_L = |G : G_{h(x)}|$ and
\[
    h'_r(x) = \begin{cases} |G_0 : G_{h(x)}| & \text{if } h(x) \text{ is not integer}, \\
    |G_0 : G_{h(x)+1}| & \text{if } h(x) \text{ is integer}.
\end{cases}
\]

Therefore
\[
    h_{L/F}(x) = \int_0^x |G_0 : G_{h(t)}| dt.
\]

**Proof.** Using the equality $(*)$ of (3.3), we may assume that $L/F$ is a totally ramified extension the degree of which is a power of $p = \text{char}(\mathcal{F}) > 0$. Then $G = G_0 = G_1$. We proceed by induction on the degree $|L : F|$. Let $L_n$ be identical to that of (3.6); then $|L_n : F| < |L : F|$. Since $(G/G_n)_m = G_m/G_n$ for $m \leq n$ due to (3.6), we deduce the following series of claims.

If $h_{L_n}/F(x) \leq n$, then, by Proposition (3.6), $h_{L/F}(x) = h_{L_n}/F(x)$ and
\[
    h'_L(x) = |(G/G_n) : (G/G_n)_{h(x)}| = |G : G_{h(x)}|.
\]

If $h_{L_n}/F(x) < n$ and $h_{L/F}(x) = h_{L_n}/F(x)$ is not integer, then $h'_L(x) = |G : G_{h(x)}|$.

If $h_{L_n}/F(x)$ is an integer $< n$, then
\[
    h'_L(x) = |G(G/G_n) : (G/G_n)_{h(x)+1}| = |G : G_{h(x)+1}|.
\]

Since the derivative (right derivative) of $h_{L_n}/F(x)$ for $x > n$ (resp. $x \geq n$) is equal to $|G_n : (G_n)_{n+1}| = |G_n|$, we deduce that if $h_{L_n}/F(x) > n$, then
\[
    h'_L(x) = |G_n| \cdot |G : G_n| = |G| = |G : G_{h(x)}|.
\]

So if $h_{L_n}/F(x) \geq n$, then $h'_r(x) = |G_n| \cdot |G : G_n| = |G|$. This completes the proof. □

**Remarks.**

1. The function $h_{L/F}$ often appears under the notation $\psi_{L/F}$; in which case it is defined in quite a different way by using ramification groups, not the norm map. This function is inverse to the function $\varphi_{L/F} = \int_0^x \frac{dt}{|G_0 : G_t|}$.

2. Information encoded in the Hasse–Herbrand function can be extended using some additional ramification invariants introduced by V. Heiermann [Hei]. These arise when
one investigates more closely Eisenstein polynomials corresponding to prime elements (see also Exercise 6 in section 4).

**Exercises.**

1. Show that the three properties of the Hasse–Herbrand function obtained in Proposition (3.1) hold for a finite separable extension $L/F$ with a separable residue extension.

2. In terms of the proof of Proposition (3.2) show that $h_{E/M_1} \circ h_{M_1/M} = h_{M_1M_2/M} \circ h_{M_2/M}$ by calculating the functions in accordance with the steps below.
   - Suppose that $|M_1 : M| = 1$ is prime to $p$ and $|M_2 : M| = p$. Choose a prime element $\pi$ of $E$ such that $\pi^t$ is a prime element of $M_2$ and calculate all the functions.
   - $\pi$ of $E$ such that $\pi^t$ is a prime element of $M_2$ and calculate all the functions.

3. (Y. Kawada [Kaw1]) Let $L$ be an infinite Galois extension of a local field $F$.
   - Let $M_1/F$, $M_2/F$ finite Galois subextensions of $L/F$. Show that the set of upper ramification jumps of $M_1/F$ is a subset of upper ramification jumps of $M_2/F$. Denote by $B(L/F)$ the union of all upper ramification jumps of finite Galois subextensions of $L/F$.
   - For a real $x$ define $L(x) = \bigcup_{x} M(x)$ where $M$ runs over all finite Galois extensions of $F$ in $L$ and $M(x)$ is the fixed field of $\text{Gal}(M/F)(x)$ inside $M$. Show that if $x_1 < x_2$, then $L(x_1) \neq L(x_2)$ if and only if $[x_1, x_2] \cap B(L/F) \neq \emptyset$.
   - Show that if $x$ is the limit of a monotone increasing sequence $x_n$, then $L(x) = \bigcup L(x_n)$.
   - Show that if $x$ is the limit of a monotone decreasing sequence $x_n$ and $x \notin B(L/F)$, then $L(x) = \cap L(x_n)$.
   - Let $x$ be the limit of a strictly monotone decreasing sequence $x_n$. Define $L[x] = \bigcup_{x} \bigcap_{x} M(x_n)$ where $M$ runs over all finite Galois extensions of $F$ in $L$. Show that $L[x] = \cap L(x_n)$. Show that $L[x] = L(x)$ is and only if $x \notin B(L/F)$.
   - A subfield $E$ of $L$, $F \subset E$ is called a ramification subfield if for every finite Galois subextension $M/F$ of $L/F$ there is $y$ such that $E \cap M = M(y)$. Show that every ramifications subfield of $L$ over $F$ coincides either with some $L(x)$ or with some $L[x]$.
   - Deduce that the set of all upper ramification jumps of $L/F$ is the union of $B(L/F)$ and the limits of strictly monotone decreasing sequences of elements of $B(L/F)$.

### 4. The Norm and Ramification Groups

We continue the study of ramification groups and the norm map. After recalling Satz 90 in (4.1) we further generalize results of section 1 as Theorem (4.2). In subsection (4.3) we study ramification numbers of abelian extensions.

In this section $F$ is a complete discrete valuation field.
The injectivity of \( \psi \) is induced by the norm map \( \sigma \in \text{Gal}(L/F) \) for some \( \beta = \beta \sigma^{-1} \), where \( \sigma \) is a generator of \( \text{Gal}(L/F) \).

**Proof.** Let \( \beta(\gamma) \) denote
\[
\gamma + \alpha^{-1} \sigma(\gamma) + \alpha^{-1} \sigma(\alpha^{-1}) \sigma(\gamma) + \cdots + \alpha^{-1} \sigma(\alpha^{-1}) \cdot \cdots \sigma(\alpha^{-1}) \gamma (\alpha^{-1})
\]
for \( \gamma \in L, \ n = [L : F] \). If \( \beta(\gamma) \) were equal to 0 for all \( \gamma \), then we would have a nontrivial solution \( 1, \alpha^{-1}, \alpha^{-1} \sigma(\alpha^{-1}), \ldots \) for the \( n \times n \) system of linear equations with the matrix \( (\sigma^i(\gamma_j))_{0 \leq i, j \leq n-1} \), where \( (\gamma_j)_{0 \leq j \leq n-1} \) is a basis of \( L \) over \( F \). This is impossible because \( L/F \) is separable (see [La1, sect. 5 Ch. VIII]). Hence \( \beta(\gamma) \neq 0 \) for some \( \gamma \in L \). Then \( \beta = \beta(\gamma) \) is the desired element. \( \square \)

**Corollary.** If \( L \) is a cyclic unramified extension of \( F \) and \( \alpha = 1 \) for \( \alpha \in L \), then \( \alpha = \gamma \sigma^{-1} \) for some \( \gamma \in U_L \).

**Proof.** In this case a prime element \( \pi \) in \( F \) is also a prime one in \( L \). By the Proposition, \( \alpha = \beta^{-1} \sigma(\beta) \) with \( \beta = \pi \epsilon, \epsilon \in U_L \). Then \( \alpha = \epsilon^{-1} \sigma(\epsilon) \). \( \square \)

Recall that in section 4 Ch. II we employed the homomorphisms
\[
\psi_i: G_i \rightarrow U_i/L/U_{i+1, L}
\]
(we put \( U_{0, L} = U_L \)), where \( G = \text{Gal}(L/F) \), \( \pi_L \) is a prime element in \( L, \ i \geq 0 \). Obviously these homomorphisms do not depend on the choice of \( \pi_L \) if \( L/F \) is totally ramified. The induced homomorphisms \( G_i/G_{i+1} \rightarrow U_i/L/U_{i+1, L} \) will be also denoted by \( \psi_i \).

**Theorem.** Let \( L/F \) be a finite totally ramified Galois extension with group \( G \). Let \( h = h_{L/F} \). Then for every integer \( i \geq 0 \) the sequence
\[
1 \rightarrow G_{h(i)}/G_{h(i)+1} \xrightarrow{\psi_{h(i)}} U_{h(i), L}/U_{h(i)+1, L} \xrightarrow{N_i} U_{i, F}/U_{i+1, F}
\]
is exact (the right homomorphism \( N_i \) is induced by the norm map).

**Proof.** The injectivity of \( \psi_{h(i)} \) follows from the definitions. It remains to show that if \( N_{i, F} \alpha \in U_{i+1, F} \), then \( \alpha \in U_{h(i), L} \), then
\[
\alpha \equiv \frac{\sigma(\pi_L)}{\pi_L} \mod U_{h(i)+1, L}
\]
for some \( \sigma \in G_{h(i)} \).

If \( L/F \) is a tamely ramified extension of degree \( l \), then the fourth commutative diagram of Proposition (1.3) shows that \( N_i \) is injective for \( i \geq 1 \), and the kernel of \( N_0 \)
coincides with the group of \( l \) th roots of unity which is contained in \( F \). Since \( \pi_L = \sqrt[n]{\pi_F} \) is a prime element in \( L \) for some prime element \( \pi_F \) in \( F \), we get \( \ker(N_0) \subseteq \im(\psi_0) \), and in this case the sequence of the Theorem is commutative.

If \( L/F \) is a cyclic extension of degree \( p = \text{char}(F) > 0 \), then the fourth commutative diagram of Proposition (1.5) shows that \( \ker(N_0) \subseteq \im(\psi_0) \) for \( s = v_L(\pi_L^{−1}\sigma(\pi_L)) \) and a generator \( \sigma \) of \( \text{Gal}(L/F) \). Other diagrams of Proposition (1.5) show that \( N_i \) is injective for \( i \neq s \).

We proceed by induction on the degree \( |L:F| \). Since we have already considered the tamely ramified case, we may assume that the maximal tamely ramified extension \( L_1 \) of \( F \) in \( L \) does not coincide with \( L \). Since \( |L:L_1| \) is a power of \( p \), the homomorphism induced by \( N_{L_1/L_1} \)

\[
U_{0,L}/U_{1,L} \longrightarrow U_{0,L_1}/U_{1,L_1}
\]

is the raising to this power of \( p \), and \( \ker(N_0) \) is equal to the preimage under this homomorphism of the kernel of \( U_{0,L_1}/U_{1,L_1} \longrightarrow U_{0,F}/U_{1,F} \). In other words \( \ker(N_0) \) coincides with the group of all \( l \) th roots of unity for \( l = |L_1:F| \) which is contained in \( F \). Hence the kernel of \( N_0 \) is contained in the image of \( \psi_0 \), since \( \psi_0 \) is injective and \( |G_0 : G_1| = l \).

Now suppose \( i \geq 1 \). In this case we may assume \( L_1 = F \) because the homomorphism \( N_i \) induced by \( N_{L_1/F} \) is injective for \( i \geq 1 \). Let \( L_n \) be as in Proposition (3.6). Then one can express \( N_i \) as the composition

\[
U_{h(i),L}/U_{h(i)+1,L} \overset{N'}{\longrightarrow} U_{h_1(i),L_n}/U_{h_1(i)+1,L_n} \overset{N''}{\longrightarrow} U_{i,F}/U_{i+1,F},
\]

where \( N' \) and \( N'' \) are induced by \( N_{L_n/L_n} \) and \( N_{L_n/F} \) respectively, and \( h_1(i) = h_{L_n/F}(i) \). If \( h_1(i) \geq n \), then by Proposition (3.6) \( \text{Gal}(L_n/F)_{h_1(i)} = \{1\} \), and we may assume that \( N'' \) is injective. Then by the induction assumption \( \ker N_i = \ker N' \) coincides with the set of elements \( \pi_L^{−1}\sigma(\pi_L) \mod U_{h_1(i)+1,L} \), where \( \sigma \) runs over \( \text{Gal}(L/L_n)_{h_1(i)} = G_n \). If \( h_1(i) < n \) and \( N_i(\alpha) \in U_{i+1,F} \) for some \( \alpha \in U_{h_1(i),L} \), then \( h(i) = h_1(i) \), and by the induction assumption,

\[
N'(\alpha) \equiv \frac{\sigma(\pi_L^n)}{\pi_L^n} \mod U_{h_1(i)+1,L_n}
\]

for a prime element \( \pi_L^n \) in \( L_n \) and some \( \sigma \in \text{Gal}(L/F) \). We can take \( \pi_L^n = N_{L/L_n} \pi_L \). Hence

\[
N'(\alpha) \equiv N'\left(\frac{\sigma(\pi_L)}{\pi_L}\right) \mod U_{h_1(i)+1,L_n}.
\]

The homomorphisms

\[
U_{j,L}/U_{j+1,L} \longrightarrow U_{j,L_n}/U_{j+1,L_n}
\]
induced by \( N_{L/L_n} \), are injective for \( j < n \) by Proposition (3.6). Therefore, the element \( \pi_L^{-1} \sigma(\pi_L) \) belongs to \( U_{h(i),L} \) and so \( \sigma \in G_{h(i)} \).

\[
\alpha = \frac{\sigma(\pi_L)}{\pi_L} \mod U_{h(i)+1,L}.
\]

\((4.3)\) Now we study ramification numbers of abelian extensions. We shall see that these satisfy much stronger congruences than that of Proposition (4.5) Ch. II.

**Theorem (Hasse–Arf).** Let \( L/F \) be a finite abelian extension, and let the residue extension \( L/F \) be separable. Let \( G = \text{Gal}(L/F) \). Then \( G_j \neq G_{j+1} \) for an integer \( j \geq 0 \) implies \( j = h_{L/F}(j') \) for an integer \( j' \geq 0 \). In other words, upper ramification jumps of abelian extensions are integers.

**Proof.** We may assume that \( j > 0 \) and that \( L/F \) is totally ramified. Let \( E/F \) be the maximal \( p \)-subextension in \( L/F \), and \( m = [L : E] \). Let \( \pi_L \) be a suitable prime element in \( L \) such that \( \pi_L^n \in E \). For \( \sigma \in G_j \), \( \sigma \not\in G_{j+1} \) we get \( \pi_L^{-m} \pi_L^m = 1 + m \theta_j \pi_L^j \) for some \( \theta \in U_L \); therefore \( j = m j_1 \), and \( \sigma|_E \in \text{Gal}(E/F)_{j_1} \), \( \sigma \not\in \text{Gal}(E/F)_{j_1+1} \). If we verify that \( j_1 = h_E/F(j') \) for some integer \( j' \), then \( j = h_{L/F}(j') \). Thus, we may also assume \( G = G_1 \).

If \( L/F \) is cyclic of degree \( p = \text{char}(F) \), then the required assertion follows from Proposition (1.5). In the general case we proceed by induction on the degree of \( L/F \). In terms of Proposition (3.6) it suffices to show that \( n \in h_{L/F}(N) \) where \( G_n \neq \{1\} = G_{n+1} \). Let \( \sigma \in G_n, \sigma \neq 1 \). Assume that there is a cyclic subgroup \( H \) of order \( p \) such that \( \sigma \not\in H \). Then denote the fixed field of \( H \) by \( M \). For a prime element \( \pi_L \) in \( L \) the element \( \pi_M = N_{L/M}(\pi_L) \) is prime in \( M \), and \( M = F(\pi_M) \) by Corollary 2 of (2.9) Ch. II. Then \( \varepsilon = N_{L/M}(\pi_L^{-1} \sigma(\pi_L)) = N_{L/M}(\pi_L^{-1} \sigma N_{L/M}(\pi_L)) \neq 1 \), since \( \sigma(\pi_M) \neq \pi_M \). Put \( n' = v_M(\varepsilon - 1) \); then \( \sigma|_M \in (G/H)_n, \sigma|_M \notin (G/H)_{n+1} \). By the induction hypothesis, \( n' = h_{M/F}(n'') \) for some \( n'' \in N \). Proposition (1.5) implies \( n \leq h_{L/M}(n') \), and we obtain \( n \leq h_{L/F}(n'') \). If \( n < h_{L/F}(n'') \), then, by Proposition (3.7) the left derivative of \( h_{L/F} \) at \( n'' \) is equal to \( |L : F| \), and the left derivative of \( h_{L/M} \) at \( n' \) is equal to \( |L : M| \). Therefore, the left derivative of \( h_{M/F} \) at \( n'' \), which is equal to \( |G/H| : (G/H)_n \) by Proposition (3.7), coincides with \( |M : F| \). This contradiction shows that \( n = h_{L/F}(n'') \).

It remains to consider the case when there are no cyclic subgroups \( H \) of order \( p \), such that \( \sigma \not\in H \). This means that \( G \) is itself cyclic. Let \( \tau \) be a generator of \( G \). The choice of \( n \) and Theorem (4.2) imply that \( \sigma = \tau^{ip^{m-1}} \), where \( p \mid i, p^{m} = |G| \).

We can assume \( m \geq 2 \) because the case of \( m = 1 \) has been considered above. Let \( n_1 = v_L(\pi_L^{-1} \tau^{p^{m-2}}(\pi_L) - 1) \). Since \( |G : G_n| = p^{m-1} \), Proposition (3.7) shows now that it suffices to prove that \( p^{m-1}(n - n_1) \). This is, in fact, a part of the third statement of the following Proposition.
Proposition. Let \( L/F \) be a totally ramified cyclic extension of degree \( p^m \). Let \( \pi_L \) be a prime element in \( L \). For \( \sigma \in \text{Gal}(L/F) \) and integer \( k \) put

\[
c_k = c_k(\sigma) = v_L \left( \frac{\sigma^k(\pi_L)}{\pi_L} - 1 \right).
\]

Then

1. \( c_k \) depends only on \( v_p(k) \), where \( v_p \) is the \( p \)-adic valuation (see section 1 Ch. I);
2. there exists an element \( \alpha_k \in L^* \) such that

\[
v_L(\alpha_k) = k, \quad v_L \left( \frac{\sigma(\alpha_k)}{\alpha_k} - 1 \right) = c_k;
\]
3. if \( v_p(k_1 - k_2) \geq a \), then \( v_p(c_{k_1} - c_{k_2}) \geq a + 1 \).

Proof. (After Sh. Sen [Sen1])

1. Note that \( c_k \) does not depend on the choice of a prime element in \( L \) by the same reasons as \( s \) in (1.4). Let \( k = ip^j \) with \( p \nmid i, \ j \geq 0 \). Then \( \sigma^k - 1 = (\rho^k - 1)\mu \) for \( \rho = \sigma^{p^j} \), \( \mu = \rho^{p^j - 1} + \rho^{p^j - 2} + \cdots + 1 \). As \( c_k \) does not depend on the choice of a prime element in \( L \) and \( v_L(\mu(\tau_{p_k})) = 1 \), then \( c_k = c_{p^j} \).

2. Assume, by induction, that if \( v_p(k_1 - k_2) \geq a \) for \( a \leq n - 2 \), then \( v_p(c_{k_1} - c_{k_2}) \geq a + 1 \) for \( \sigma \in \text{Gal}(L/F) \).

First we show that all the integers \( c_{p^{n-1}} + c_k \) for \( v_p(k) \leq n - 1 \) are distinct. Indeed, let \( k = k_1 + c_k, \ v_p(k_1) \neq v_p(k) \). Then \( v_p(k_1 - k_2) = v_p(c_{k_2} - c_{k_1}) \geq v_p(k_1 - k_2) + 1 \), and thus \( k_1 = k_2 \). We also obtain that \( v_p(c_{p^{n-1}} - c_k) \geq v_p(p^{n-1} - k) + 1 > v_p(k) \) and \( c_{p^{n-1}} \neq c_k + k \).

Assume that \( v_p(c_{p^{n-1}}(\sigma) - c_{p^{n-1}}(\tau)) < n \) for a generator \( \tau \) of \( \text{Gal}(L/F) \). Our purpose is to show that this leads to a contradiction. Then, obviously, \( v_p(c_{k_1}(\sigma) - c_{k_1}(\tau)) \geq a + 1 \) for \( v_p(k_1 - k_2) \geq a, a \leq n - 1 \).

Put \( d = c_{p^{n-1}}(\sigma) - c_{p^{n}}(\tau) \). Since \( v_p(d) = v_p(c_{p^{n-2}}(\tau^p) - c_{p^{n-1}}(\tau^p)) \geq n - 1 \), we get \( v_p(d) = n - 1 \). By (2), there exists an element \( \alpha \in L \) such that \( v_L(\alpha) = d \),

\[
v_L(\tau^p(\alpha) - \alpha) = d + c_{p^\alpha}(\tau^p) = d + c_{p^\alpha}(\tau) = c_{p^{n-1}}(\tau).
\]

Put \( \beta = (\tau^{p-1} + \tau^{p-2} + \cdots + 1)\alpha \). Since \( v_L(\tau^p(\alpha) - \alpha) = c_{p^{n-1}}(\tau) > 0 \), we get \( v_L(\tau(\alpha) - \alpha) > v_L(\alpha) \) and \( v_L(\beta) > d \). We also obtain \( v_L(\tau(\beta) - \beta) = v_L(\tau^p(\alpha) - \alpha) = c_{p^{n-1}}(\tau) \). Recalling that \( \mathcal{O}_L = \mathcal{O}_F[\pi_L] \), we deduce that \( \beta \) can be expanded as

\[
\beta = \sum_{k \geq v_L(\beta)} \beta_k,
\]

with \( \beta_k \in L \) possessing the same properties with respect to \( \tau \) as \( \alpha_k \) of (2). Then

\[
\tau(\beta) - \beta = \sum_{k \geq v_L(\beta), v_p(k) \leq n} (\tau(\beta_k) - \beta_k) + \sum_{k \geq v_L(\beta), v_p(k) > n} (\tau(\beta_k) - \beta_k).
\]
The elements of the first sum in the right-hand expression do not cancel among themselves because $v_L(\tau(\beta_k) - \beta_k) = k + c_k(\tau)$ are all distinct and none of them coincides with $c_{p^n-1}(\tau) = v_L(\tau(\beta) - \beta)$. Therefore,

$$c_{p^n-1}(\tau) = v_L\left( \sum_{k \geq v_L(\beta) \atop v_p(k) \geq n} (\tau(\beta_k) - \beta_k) \right).$$

In this sum

$$v_L(\tau(\beta_k) - \beta_k) = k + c_k(\tau) \geq v_L(\beta) + c_{p^n}(\tau) > d + c_{p^n}(\tau) = c_{p^n-1}(\tau),$$

a contradiction.

Remarks.

1. This Theorem can be naturally proved using local class field theory (see (3.5) Ch. IV and (4.7) Ch. V). In addition, one can show that a finite Galois totally ramified extension $L/F$ is abelian if and only if for every finite abelian totally ramified extension $M/F$ the extension $LM/F$ has integer upper ramification jumps [Fe8]. For several other proofs of the Hasse–Arf Theorem see [Se3], [N2].

2. The arguments of the previous Proposition are valid for the more general situation of so called wildly ramified automorphisms, see Remark 3 in (5.7) and [Sen1].

3. In the study of properties of ramification subgroup of finite Galois extensions of local fields one can use a theorem of F. Laubie [Lau1] which claims that for every finite Galois totally ramified extension of a local field there exists a Galois totally ramified extension of a local field with finite residue field such that the Galois groups are isomorphic and the ramification groups of the extensions are mapped to each other under this isomorphism.

Exercises.

1. Prove Proposition (4.1) for a complete discrete valuation field and a cyclic extension $L/F$ of prime degree using explicit calculations in section 1.

2. Show that if $L/F$ is a finite totally ramified Galois extension, then

$$\sum_{i \geq 0} |\ker N_i| \leq |G|.$$

3. In terms of (4.3) show that

$$c_k = \max \left\{ v_L\left( \frac{\sigma(\alpha)}{\alpha} - 1 \right) : v_L(\alpha) = k \right\},$$

$$k = \max \left\{ v_L(\alpha) : v_L(\sigma(\alpha) - \alpha) = k + c_k \right\}.$$

4. (⋄) (Sh. Sen) Let $L/F$ be a cyclic totally ramified extension of degree $p^n$, $p = \text{char}(F) > 0$. Let $\sigma$ be a generator of $\text{Gal}(L/F)$, and let $\pi$ be a prime element in $F$. Let $c_k$ be identical to those of Proposition (4.3). Let $A = \{ \alpha \in \mathcal{O}_L : \text{Tr}_{L/F}(\alpha) = 0 \}$, $B = (1 - \sigma)\mathcal{O}_L$. 

\[\]
III. The Norm Map

a) Show that $A/B$ is isomorphic to $\bigoplus_{k=1}^{p^n-1} \mathcal{O}_F / \pi^{g_k} \mathcal{O}_F$, where $g_k = [p^{-n} k + p^{-n} c_k]$.  

b) Show that $pA \subset B$.  

This assertion can be generalized to the case of arbitrary Galois extensions. It implies J. Tate’s Theorem on “invariants”: let $\text{char}(F) = 0$, $\text{char}(\overline{F}) = p$, and let $L = \overline{F}^{\text{sep}}$ be the completion of $F^{\text{sep}}$. The Galois group $G_F = \text{Gal}(F^{\text{sep}}/F)$ operates on $L$ by continuity. Then $L^G_F = F$ ([T2], [Sen1], [Ax]).

5. (c) (B.F. Wyman [Wy]) Let $L/F$ be a cyclic totally ramified extension of complete discrete valuation fields, $|L:F| = p^n$. Let $\text{char}(F) = 0$, $\text{char}(\overline{F}) = p$, and let $\overline{F}$ be perfect.

a) Show that $L/F$ has $n$ ramification numbers $x_1 < x_2 < \cdots < x_n$.  

b) Show that if $x_i$ are divisible by $p$, then $x_i = x_i + (i - 1)e$ for $1 \leq i \leq n$, where $e = e(F)$.  

c) For the rest of this Exercise assume that a primitive $p$th root of unity $\zeta$ belongs to $F$. Let $N_{L/F}(\alpha) = \zeta$ and $v_L(\alpha - 1) = i$. Show that if $x_1 < e/(p-1)$, then $x_1 \leq i \leq h_L(F)(e/(p-1))$ and if $x_1 \geq e/(p-1)$, then $i = e/(p-1)$.  

d) Assume that $M/F$ is cyclic of degree $p^{n-1}$ and $L = M(\sqrt[p]{\alpha})$ with $\alpha \in M^*$. Let $\alpha^{-1} \sigma(\alpha) = \beta^p$ for a generator $\sigma$ of $\text{Gal}(L/F)$. Show that $N_{M/F}(\beta)$ is a primitive $p$th root of unity.  

e) Show that if $x_1 \geq e/(p-1)$, then $x_i = x_1 + (i - 1)e$ for $1 \leq i \leq n$.  

f) Let $n \geq 2$. Show that if $x_{n-1} \geq p^{n-2}e/(p-1)$, then $x_n = x_{n-1} + p^{n-1}e$, and if $x_{n-1} \leq p^{n-2}e/(p-1)$, then 

$$(1 + p(p-1))x_{n-1} \leq x_n \leq p^n e/(p-1) - (p-1)x_{n-1}.$$  

6. (c) Let $L/F$ be a Galois totally ramified $p$-extension. Let $\pi_L$ be a prime element of $L$ and put $\pi_F = N_{L/F} \pi_L$. Investigating the Eisenstein polynomial of $\pi_L$ over $F$ show that

a) For every $i > 0$ there exists $j = j(i)$ and $g_i \in \mathcal{O}_F[X]$ such that $\overline{g}_i \neq 0$ and

$$N_{L/F}(1 - \alpha \pi_L^j) = 1 + g_i(\alpha)\pi_F^j$$ for every $\alpha \in \mathcal{O}_F$.

b) Show that the sequence

$$1 \to \text{Gal}(L/F)_{i+1} \to \text{Gal}(L/F)_{i+1} \to U_{i+1} \to U_{i+1} \to U_{i+1,F}$$  

is exact where the left arrow is induced by the norm map and is described by the polynomial $\overline{g}_i$.

c) Put $a_i = \deg \overline{g}_i$. Show that $\prod_i a_i = |L:F|$.  

d) Let $i_1 < \cdots < i_m$ be the indices of all $a_{i_1}, \ldots, a_{i_m}$ which are $> 1$. Show that $j(i_1) < \cdots < j(i_m)$.  

e) Assume in addition that $\text{char}(F) = p$. Put $b_k = \log_p(a_{i_{k+1}}) + \cdots + \log_p(a_{i_m})$ for $0 \leq k \leq m-1$ and $b_m = 0$. Prove that for all $\alpha \in \mathcal{O}_F$

$$N_{L/F}(1 - \alpha \pi_L^j) = 1 + \alpha^{p^{b_n}} \pi_F^j + f_1(\alpha)\pi_F^{j_1} + \cdots + f_m(\alpha)\pi_F^{j_m}$$
with \( f_k(X) = h_k(X^{p^{b_k}}) \) where \( h_k(X) \in \mathcal{O}_F[X] \) is such that
\[
\overline{f}_k(X) = \sum_{l=1}^{b_{k-1}} \sum_{1 \leq r \leq d_{k,l}} \sum_{1 \leq s \leq b_{k-1}} c_{r,s} X^{p^{s-1}r}
\]
where all \( d_{k,l} \) are prime to \( p \) and \( c_{d_{k,l}} \neq 0 \). The \( n \) numbers \( d_{k,l}, 1 \leq k \leq m, 1 \leq l \leq b_{k-1} - b_k \) correspond to Heiermann’s ramification numbers [Hei].

7. Let \( L/F \) be a finite separable extension, and let \( F' \) be perfect. Let \( M/L \) be a finite extension such that \( M/F \) is Galois. For an embedding \( \sigma: L \rightarrow M \) over \( F \) put
\[
S_{L/F}(\sigma) = \min_{\alpha \in \mathcal{O}_L} \frac{v_M(\alpha - \sigma \alpha)}{v_M(\pi_L)} \in \mathbb{Q} \cup \{+\infty\},
\]
where \( \pi_L \) is a prime element in \( L \). Let \( L_0 \) be the inertia subfield in \( L/F \).

a) Show that \( S_{L/F} \) does not depend on the choice of \( M \).

b) Show that if \( \sigma|_{L_0} \neq \text{id} \), then \( S_{L/F}(\sigma) = 0 \).

c) Show that if \( \sigma|_{L_0} = \text{id} \), then \( S_{L/F}(\sigma) = \frac{v_M(\pi_L - \sigma \pi_L)}{v_M(\pi_L)} \geq 1 \).

d) Let \( f(X) \) be the Eisenstein polynomial of \( \pi_L \) over \( L_0 \). Show that
\[
v_L(f'(\pi_L)) = \sum S_{L/F}(\sigma),
\]
where \( \sigma \) runs over all distinct nontrivial embeddings of \( L \) into \( M \) over \( F \).

e) Let \( N/F \) be a subextension of \( L/F \). Show that for an embedding \( \sigma: N \rightarrow M \) over \( F \)
\[
S_{N/F}(\sigma) = \sum_{e(L|N)} S_{L/F}(\tau),
\]
where \( \tau \) runs over all the embeddings of \( L \) into \( M \), the restriction of which on \( N \) coincides with \( \sigma \).

5. The Field of Norms

Whereas arithmetically profinite extensions (for example almost totally ramified \( \mathbb{Z}_p \)-extensions) were in use for a long time, the notion of a field of norms (“corps des normes”) was introduced by J.-M. Fontaine and J.-P. Wintenberger [FW], [Win3]. Below we follow [Win3].

In this section \( F \) is a local field with perfect residue field of characteristic \( p > 0 \). In subsection (5.1) we introduce arithmetically profinite extensions. In subsection (5.2) we introduce a useful invariant of an arithmetically profinite extension which indicates the point from which “ramification starts”. In subsection (5.3) we look at the projective limit of multiplicative groups with respect to norm maps. To introduce addition on that limit (with zero added) we study the norm map of the sum of two elements in (5.4). The main theorem on the field of norms \( N(L|F) \) is proved in (5.5). Sections (5.6) and (5.7) aim to prove that separable extensions of the field of norms \( N(L|F) \) (which is a local
field of characteristic $p$) are in one-to-one correspondence with separable extensions of $L$; the latter correspondence is compatible with ramification filtrations.

(5.1). **Definition.** Let $L$ be a separable extension of $F$ with finite residue field extension $\overline{L}/F$. We can view $L$ as the union of an increasing directed family of subfields $L_i$, which are finite extensions of $F$, $i \geq 0$. The extension $L/F$ is said to be *arithmetically profinite* if the composite $\cdots \circ h_{L_i/L_{i-1}} \circ \cdots \circ h_{L_0/F}(a)$ is a real number for every real $a > 0$.

In other words, taking into consideration Proposition (3.3), $L/F$ is arithmetically profinite if and only if it has finite residue field extension and for every real $a > 0$ there exists an integer $j$, such that the derivative (left or right) of $h_{L_i/L_j}$ for $x < h_{L_i/L_j}(a)$, $i > j$, is equal to 1. Define the Hasse–Herbrand function of $L/F$ as

$$h_{L/F} = \cdots \circ h_{L_i/L_{i-1}} \circ \cdots \circ h_{L_0/F}.$$

**Proposition.** The function $h_{L/F}$ is well defined. It is a piecewise linear, continuous and increasing function. If $E/L$ is a finite separable extension, then $E/F$ is arithmetically profinite. If $M/F$ is a subextension of $L/F$, then $M/F$ is arithmetically profinite. If, in addition, $M/F$ is finite, then

$$h_{L/F} = h_{L/M} \circ h_{M/F}.$$

**Proof.** Let $L_i'$ be another increasing directed family of subfields in $L$ such that $L = \bigcup L_i'$. Let $a$ be a real number $> 0$. There exist integers $j$ and $k$ such that

$$h_{L_i'/L_j}(x) = x \quad \text{for } x < h_{L_j/F}(a), i > j$$

and

$$h_{L_i'/L_k}(x) = x \quad \text{for } x < h_{L_k/F}(a), i > k.$$

Since there exists an integer $m \geq j$ such that $L_j L_k' \subset L_m$, we obtain by (3.3) that

$$h_{L_j L_k'/L_j}(x) = x \quad \text{for } x < h_{L_j/F}(a).$$

Then

$$h_{L_j/F}(x) = h_{L_j L_k'/F}(x) \quad \text{for } x < a$$

and similarly,

$$h_{L_k'/F}(x) = h_{L_j L_k'/F}(x) \quad \text{for } x < a.$$

Therefore,

$$h_{L_i/F}(x) = h_{L_i'/F}(x) \quad \text{for } x < a \text{ and sufficiently large } i,$$

and the function $h_{L/F}$ is well defined.

Let $E = L(\beta)$, and let $P = L(\alpha)$ be a finite Galois extension of $L$ with $P \supset E$. Using the same arguments as in the proof of Proposition (4.2) Ch. II, one can show that
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$L_i(\alpha) \cap L = L_i$ and $L_i(\alpha)/L_i$ is a Galois extension of the same degree as $P/L$ for a sufficiently large $i$. Then $\text{Gal}(L_i(\alpha)/L_i)$ and $\text{Gal}(L_i(\alpha)/L_i(\beta))$ are isomorphic with $\text{Gal}(P/L)$ and $\text{Gal}(P/E)$ for $i > m$, respectively.

Put $E_i = L_i$ for $i \leq m$ and $E_i = L_i(\beta)$ for $i > m$. Then $E = \cup E_i$. If the left derivative of $h_{L_i/F}(x)$ is bounded by $d$ for $x < a$ and $c = |E : L|$, then the left derivative of $h_{E_i/F}(x)$ is bounded by $cd$ for $x < a$, $i > m$. This means that $E/F$ is arithmetically profinite.

If $M/F$ is a finite subextension of $L/F$, then we can take $L_0 = M$. Therefore $L/M$ is arithmetically profinite and

$$h_{L/F} = h_{L/M} \circ h_{M/F}.$$ 

If $M/F$ is a separable subextension of $L/F$, then there exists an increasing directed family of subfields $M_i, i \geq 0$, which are finite extensions of $F$ such that $M = \cup M_i$. If $L = \cup L_i$, then also $L = \cup L_i M_i$, and the left derivative of $h_{L_i/M_i/F}(x)$ for $x < a$ is bounded. Hence, the left derivative of $h_{M_i/F}(x)$ for $x < a$ is bounded, i.e., $M/F$ is arithmetically profinite.

Remarks.

1. Translating to the language of ramification groups by using the two previous sections, we deduce that a Galois extension $L/F$ with finite residue field extension is arithmetically profinite extension if and only if its upper ramification jumps form a discrete unbounded set and for every upper ramification jump $x$ the index of $\text{Gal}(L/F)(x+\delta)$ in $\text{Gal}(L/F)(x)$ is finite. Alternatively, a Galois extension $L/F$ is arithmetically profinite if and only if for every $x$ the upper ramification group $\text{Gal}(L/F)(x)$ is open (i.e. of finite index) in $\text{Gal}(L/F)$. More generally, a separable extension $L/F$ is arithmetically profinite if and only if for every $x$ the group $\text{Gal}(F_{\text{sep}}/F)(x) \text{Gal}(F_{\text{sep}}/L)$ is open in $\text{Gal}(F_{\text{sep}}/F)$.

Since the Hasse–Herbrand function relates upper and lower ramification filtrations, we can define lower ramification groups of an infinite Galois arithmetically profinite extension $L/F$ as $\text{Gal}(L/F)_x = \text{Gal}(L/F)(h_{L/F}^{-1}(x))$.

2. By Corollary of (6.2) Ch. IV every abelian extension of a local field with finite residue field and finite residue field extension is arithmetically profinite.

An important property of a totally ramified $\mathbb{Z}_p$-extension $L/F$ in characteristic zero is that its upper ramification jumps form an arithmetic progression with difference $e = e(F)$ for sufficiently large jumps, see Exercises 1 and 2 below.

3. E. Maus and Sh. Sen’s theorem on ramification filtration of $p$-adic Lie extensions $L/F$ in characteristic zero with finite residue field extension proves a conjecture of J.-P. Serre that the $p$-adic Lie filtration is equivalent to the upper ramification filtration of the Galois group of such extensions (see [Mau4], [Sen2], and for a leisure exposition [dSF]). This theorem implies that every such extension is an arithmetically profinite ex-
tension. In positive characteristic the analogous result was proved by J.-P. Wintenberger [Win1].

There are arithmetically profinite extensions in characteristic zero which are very far from being related to $p$-adic Lie extensions [Fe12], see Remark 3 in (5.7).

4. An extension $L/F$ of local fields is called deepely ramified if the set of its upper ramification jumps is unbounded. This class of these extensions was studied by J. Coates and R. Greenberg [CG] from the point of view of a generalization of J. Tate’s results [T2] (which hold for $\mathbb{Z}_p$-extensions) and applications to Kummer theory for abelian varieties. For a discussion of links between arithmetically profinite and deeply ramified extensions see [Fe11].

(5.2) Let $L/F$ be arithmetically profinite. Put

$$q(L/F) = \sup \{x \geq 0 : h_{L/F}(x) = x\}.$$ 

**Lemma.**

1. If $M/F$ is a subextension in $L/F$, then $q(L/F) \leq q(M/F)$.
2. If $M/F$ is a finite subextension in $L/F$, then $q(L|M) \geq q(L/F)$.
3. If $L = \bigcup L_i$ as in (5.1), then $q(L_j|L_i) \to +\infty$ as $j \to i$, $i,j \to +\infty$.
4. $q(L/F) = +\infty$ if and only if $L/F$ is unramified; $q(L/F) = 0$ if and only if $L/F$ has a non-trivial totally tamely ramified subextension; $q(L/F) \leq pv_F(p)/(p-1)$ if $L/F$ is totally ramified.

**Proof.** (1) Let $L = \bigcup L_i$, $M = \bigcup M_i$ and $L'_i = L_i M_i$. As $h_{L'_i/F}(x) \leq h_{L/F}(x)$ by (3.3), we get $h_{L'_i/F}(x) = x$ for $x \leq q(L/F)$ and $h_{M_i/F}(x) = x$ for $x \leq q(L/F)$. Therefore, $q(L/F) \leq q(M/F)$. (2) The previous Proposition shows that

$$h_{L_i/M}(x) = x \quad \text{for } x \leq h_{M/F}(q(L/F)).$$

This means that $q(L/M) \geq h_{M/F}(q(L/F))$. But by Proposition (3.3), $h_{M/F}(x) \geq x$, hence $q(L/M) \geq q(L/F)$. (3) It follows from the definition. (4) The first two assertions follow from Proposition (3.3). Proceeding as in the proof of Proposition (3.3) and using (1), it suffices to verify the last assertion for a separable totally ramified extension of degree $p$. Now the computations in the proof of Proposition (3.3) and Proposition (2.3) lead to the required inequality.

(5.3) Let $L$ be an infinite arithmetically profinite extension of $F$, and let $L_i$, $i \geq 0$, be an increasing directed family of subfields, which are finite extensions of $F$, $L = \cup L_i$. Let

$$N(L/F)^* = \lim _{\leftarrow} L_i^*$$

be the projective limit of the multiplicative groups with respect to the norm homomorphisms $N_{L_i/L_j}, i \geq j$. Put $N(L/F) = N(L/F)^* \cup \{0\}$.

**Lemma.** The group $N(L/F)^*$ does not depend on the choice of $L_i$. 

Let \( L_i' \) be another increasing directed family of finite extensions of \( F \) and \( L = \bigcup L_i' \). For every \( i \) there exists an index \( j \), such that \( L_i' \subset L_j \) and \( N_{L_j/F} = N_{L_{i'}/L_i} \circ N_{L_i/F} \). This immediately implies the desired assertion. \( \Box \)

Therefore
\[
N(L|F)^* = \lim_{\leftarrow M \in S_{L/F}} M^*,
\]
where \( S_{L/F} \) is the partially ordered family of all finite subextensions in \( L/F \) and the projective limit is taken with respect to the norm maps. If \( A = (\alpha_M) \in N(L|F) \) with \( \alpha_M \in M \), then \( N_{M_1/M_2}^\prime \alpha_{M_1} = \alpha_{M_2} \) for \( M_2 \subset M_1 \).

We will show that \( N(L|F) \) is in fact a field (the field of norms). Moreover, one can define a natural discrete valuation on \( N(L|F) \), which makes \( N(L|F) \) a complete field with residue field \( \overline{L} \).

(5.4). The following statement plays a central role.

**Proposition.** Let \( M'/M \) be totally ramified of degree a power of \( p \). Then
\[
v_M \left(N_{M'/M}(\alpha + \beta) - N_{M'/M}(\alpha) - N_{M'/M}(\beta)\right) \geq \frac{(p-1)q(M'|M)}{p}
\]
for \( \alpha, \beta \in \mathcal{O}_{M'} \). For \( \alpha \in \mathcal{O}_M \) there exists an element \( \beta \in \mathcal{O}_{M'} \) such that
\[
v_M \left(N_{M'/M}(\beta) - \alpha\right) \geq \frac{(p-1)q(M'|M)}{p}.
\]

**Proof.** Assume first that \( M'/M \) is a cyclic extension of degree \( p \). Then we get \( q(M'|M) = s(M'|M) \) (see (1.4) and (3.1)) and, by Proposition (1.4),
\[
\text{Tr}_{M'/M}(\mathcal{O}_{M'}) = \pi_M^r \mathcal{O}_M
\]
with \( r = s + 1 + \left[(-1) - s\right]/p \geq (p-1)s(M'|M)/p \). Then Lemma (1.1) shows that
\[
v_M \left(N_{M'/M}(1 + \gamma) - 1 - N_{M'/M}(\gamma)\right) \geq \frac{(p-1)q(M'|M)}{p}
\]
for \( \gamma \in \mathcal{O}_{M'} \). Substituting \( \gamma = \alpha \beta^{-1} \) if \( v_{M'}(\alpha) \geq v_{M'}(\beta) \) and \( \beta \neq 0 \), we obtain the desired inequality.

In the general case we proceed by induction on the degree of \( M'/M \). Let \( E/M \) be a finite Galois extension with \( E \supset M' \), and let \( E_1 \) be the maximal tamely ramified extension of \( M \) in \( E \). Then \( E_1 \) and \( M' \) are linearly disjoint over \( M \), and
\[
N_{M'/M}(\alpha + \beta) - N_{M'/M}(\alpha) - N_{M'/M}(\beta)
= N_{E_1M'/E_1}(\alpha + \beta) - N_{E_1M'/E_1}(\alpha) - N_{E_1M'/E_1}(\beta).
\]
The group \( G = \text{Gal}(E/E_1) \) is a \( p \)-group, and hence for \( H = \text{Gal}(E/E_1M') \) there exists a chain of subgroups
\[
G' = G_{(0)} \supset G_{(1)} \supset \ldots \supset G_{(m)} = H,
\]
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such that \( G_{(i+1)} \) is a normal subgroup of index \( p \) in \( G_{(i)} \). For the fields we obtain the tower \( E_0 = E_1 = \cdots = E_m = E_1M' \), in which \( E_{(i+1)} \) is a cyclic extension of degree \( p \) over \( E_{(i)} \). Let \( E_2 \) be some \( E_{(i)} \) for \( 1 \leq i < m \). By the induction assumption,

\[
N_{E_1M'/E_2}(\alpha + \beta) = N_{E_1M'/E_2}(\alpha) + N_{E_1M'/E_2}(\beta) + \delta
\]

with \( v_{E_2}(\delta) \geq (p-1)q(E_1M'|E_2)/p \). We deduce also that

\[
N_{E_1M'/E_1}(\alpha + \beta) = N_{E_1M'/E_1}(\alpha) + N_{E_1M'/E_1}(\beta) + N_{E_2/E_1}(\delta) + \delta'
\]

with \( v_{E_1}(\delta') \geq (p-1)q(E_2'|E_1)/p \). Then

\[
v_{E_1}(N_{E_2/E_1}(\delta)) \geq \frac{(p-1)q(E_1M'|E_2) - (p-1)q(E_1M'|E_1)}{p}
\]

and

\[
v_{E_1}(\delta') \geq \frac{(p-1)q(E_1M'|E_1)}{p}
\]

by Lemma (5.2). These two inequalities imply that

\[
v_M(N_{M'/M}(\alpha + \beta) - N_{M'/M}(\alpha) - N_{M'/M}(\beta)) \geq \frac{(p-1)q(M'|M)}{p},
\]

as required.

To prove the second inequality of the Proposition, we choose a prime element \( \pi' \) in \( M' \) and put \( \pi = N_{M'/M} \pi' \). Then \( \pi \) is a prime element in \( M \). Let \( n = |M' : M| \) (a power of \( p \)). Writing the element \( \alpha \) of \( M \) as

\[
\alpha = \sum_{i \geq a} \theta_i \pi^i
\]

with multiplicative representatives \( \theta_i \), put

\[
\beta = \sum_{i \geq a} \theta_i^{1/n} \pi'^i \in M.
\]

Then \( N_{M'/M}(\theta_i^{1/n} \pi') = \theta_i \pi \) and, by the first inequality of the Proposition,

\[
v_M(N_{M'/M}(\beta) - \alpha) \geq \frac{(p-1)q(M'|M)}{p},
\]

as required.

(5.5). Let \( L/F \) be an arithmetically profinite extension. Let \( L_0 \) be the maximal unramified extension of \( F \) in \( L \), and let \( L_1 \) be the maximal tamely ramified extension of \( F \) in \( L \). Then \( L_0/F \) is finite by the definition, and \( L_1/F \) is finite because of the relation \( h_{L_1/L_0}(x) = |L_1 : L_0| |x| \). So one can choose \( L_i \) for \( i \geq 2 \) as finite extensions of \( L_1 \) in \( L \) with \( L_i \subset L_{i+1} \) and \( L = \cup L_i \).
For an element $A \in N(L|F)$ put

$$v(A) = v_{L_0}(\alpha_{L_0}).$$

Then $v(A) = v_{L_i}(\alpha_{L_i})$ for $i \geq 0$.

Let $a$ be an element of the residue field $\mathcal{L} = L_0$, and $\theta = v(a)$ the multiplicative representative of $a$ in $L_0$ (see section 7 Ch. I). Put $\theta_{L_i} = \theta^{1/n_i}$, where $n_i = |L_i : L_1|$ for $i \geq 1$ and $\theta_{L_0} = N_{L_1/L_0}\theta$. Then $\Theta = (\theta_{L_i})$ is an element of $N(L|F)$. Denote the map $a \mapsto \Theta$ by $R$.

**Theorem.** Let $L/F$ be an infinite arithmetically profinite extension. Let $A = (\alpha_M)$ and $B = (\beta_M)$ be elements of $N(L|F)$, $M \in S_{L/F}$. Then the sequence $N_{M'/M}(\alpha_M + \beta_{M'})$ is convergent in $M$ when $M \subset M' \subset L$, $|M' : M| \to +\infty$. Let $\gamma_M$ be the limit of this sequence. Then $\Gamma = (\gamma_M)$ is an element of $N(L|F)$. Put $\Gamma = A + B$.

Then $N(L|F)$ is a field with respect to the multiplication and addition defined above. The map $v$ is a discrete valuation of $N(L|F)$ and $N(L|F)$ is a complete field of characteristic $p$. The map $R$ is an isomorphism of $\mathcal{L}$ onto a subfield in $N(L|F)$ which maps isomorphically onto the residue field of $N(L|F)$.

**Proof.** Let $L_1$ be as above of (5.5) in the context of Lemma (5.3).

Let $k$ be an integer such that $(p - 1)g(L_j|L_i)/p \geq a$ for $j \geq i \geq k$, where $a$ is a positive integer (see Lemma (5.2)). Let $A = (\alpha_{L_i}), B = (\beta_{L_i})$ be elements of $N(L|F)$ and $\alpha_{L_0}, \beta_{L_0} \in O_{L_0}$. Then Proposition (5.4) shows that

$$N_{L_i/L_k}(\alpha_{L_i} + \beta_{L_i}) \equiv \alpha_{L_k} + \beta_{L_k} \quad \text{mod } M_{L_k}^0. \quad (*)$$

Let $a_k \geq 0$ be a sequence of integers such that

$$a_k \leq a_{k+1}, \quad a_k \leq (p - 1)g(L|L_k)/p, \quad \lim a_k = +\infty$$

(the existence of the sequence follows from Lemma (5.2)). Let an index $k \geq 1$ be in addition such that $a_k > 1$. Suppose that $\beta_{L_k}$ is a prime element in $L_k$. Proposition (5.4) and Lemma (5.2) show that one can construct a sequence $\beta_{L_i} \in L_i, i \geq k$, such that

$$v_{L_i}(N_{L_{i+1}/L_i}\beta_{L_{i+1}} - \beta_{L_i}) \geq a_i.$$

Then $\beta_{L_i}$ is prime in $L_i$, and applying $(*)$, we get

$$v_{L_i}(N_{L_j/L_i}\beta_{L_j} - \beta_{L_i}) \geq a_i \quad \text{for } j \geq i \geq k.$$

Now Proposition (3.4) and Proposition (5.1) imply that

$$v_{L_j}(N_{L_j/L_i}\beta_{L_j} - N_{L_i/L_j}\beta_{L_i}) \geq h_{L_j/L_i}^{-1}(a_i) \geq h_{L_j/L_i}^{-1}(a_i)$$

for $j \geq i \geq s \geq k$. Since $h_{L_j/L_i}^{-1}(a_i) \to +\infty$ as $i \to +\infty$, we obtain that there exists $\gamma_{L_j} = \lim_{i \to +\infty} N_{L_i/L_j}\beta_{L_i}$ and $\gamma_{L_j}$ is prime in $L_j$. Putting $\gamma_{L_j} = N_{L_k/L_j}\gamma_{L_k}$ for $j < k$, we get the element $\Gamma = (\gamma_{L_i}) \in N(L|F)$ with $v(\Gamma) = 1$. 


Furthermore, by Proposition (3.4) and (*) we obtain:

\[ v_{L_j}(N_{L_i/L_j}(\alpha_{L_i} + \beta_{L_i}) - N_{L_k/L_j}(\alpha_{L_k} + \beta_{L_k})) \geq h_{L_k/L_j}^{-1}(a) \geq h_{L_i/L_j}^{-1}(a). \]

This means that the sequence \( N_{L_i/L_j}(\alpha_{L_i} + \beta_{L_i}) \) is convergent. In the general case let \( c = v_{L_i}(\alpha_{L_i}), \ d = v_{L_i}(\beta_{L_i}). \) Taking prime elements \( \pi_{L_i} \) in \( L_i \) such that \( \Pi = (\pi_{L_i}) \in N(L|F) \) with \( v(\Pi) = 1 \) and replacing \( A = (\alpha_{L_i}) \) by \( A' = (\alpha_{L_i}, \pi_{L_i}^{-g}) \) and \( B = (\beta_{L_i}) \) by \( B' = (\beta_{L_i}, \pi_{L_i}^{-g}) \), where \( g = \min(c, d) \), we deduce that \( N_{L_i/L_j}(\alpha_{L_i} + \beta_{L_i}) \) is convergent. Put \( \gamma_{L_i} = \lim_{i \to +\infty} N_{L_i/L_j}(\alpha_{L_i} + \beta_{L_i}). \) Obviously, \( (\gamma_{L_i}) = \Gamma \in N(L|F) \) and \( N(L|F) \) is a field. As

\[ v(\Gamma) = v_{L_i}(\gamma_{L_i}) = \lim_{i \to +\infty} v_{L_i}(N_{L_i/L_j}(\alpha_{L_i} + b e_{L_i})), \]

we get \( v(\Gamma) \geq \min(v(A), v(B), a) \). Choosing \( a \geq \max(v(A), v(B)) \), we obtain \( v(\Gamma) \geq \min(v(A), v(B)) \). Since \( 1 = (1_{L_i}) \), for \( p = (\alpha_{L_i}) \) we get that

\[ \alpha_{L_i} = \lim_{i \to +\infty} N_{L_i/L_j}(p) = \lim_{i \to +\infty} p^{[L_i:L_j]} = 0. \]

Therefore, \( N(L|F) \) is a discrete valuation field of characteristic \( p \).

To verify the completeness of \( N(L|F) \) with respect to \( v \), take a Cauchy sequence \( A^{(n)} = (\alpha_{L_i}^{(n)}) \in N(L|F). \) We may assume \( v(A^{(n)}) \geq 0 \). For any \( i \) there exists an integer \( n_i \) such that \( v(A^{(n)} - A^{(m)}) \geq a_i \) for \( n, m \geq n_i \) (\( a_i \) as above). One may assume that \( (n_i) \) is an increasing sequence. Applying (*), we get

\[ v_{L_i}(A^{(n)} - A^{(m)}) \geq a_i \quad \text{for} \quad n, m \geq n_i. \]

Let \( \alpha_{L_i} \) be an element in \( L_i \) such that

\[ v_{L_i}(\alpha_{L_i} - A^{(n_i)}) \geq a_i. \]

Then, by (*),

\[ v_{L_i}(N_{L_j/L_i}(\alpha_{L_j} - \alpha_{L_i})) \geq a_i. \]

Proposition (3.4) and Proposition (5.1) imply now that

\[ v_{L_i}(N_{L_j/L_i}(\alpha_{L_i} - N_{L_j/L_i}(\alpha_{L_j})) \geq h_{L_j/L_i}^{-1}(a_j) \to +\infty \]

when \( i \geq j \to +\infty \). Putting \( \alpha'_{L_i} = \lim_{i \to +\infty} N_{L_i/L_j}(\alpha_{L_i}) \), we obtain an element \( A' = (\alpha'_{L_i}) \in N(L|F) \) with \( A' = \lim A^{(n)} \). Therefore, \( N(L|F) \) is complete with respect to the discrete valuation \( v \).

Finally, \( R \) is multiplicative. If \( R(a) = \Theta \), \( R(b) = \Lambda \), \( R(a + b) = \Omega \), then it follows immediately from (7.3) Ch. I, that \( \omega_{L_i} \equiv \theta_{L_i} + \lambda_{L_i} \mod p \). By Lemma (5.2) and the definition of \( a_i \) we get \( v_{L_i}(p) \geq a_i \). Then by (*) and Proposition (3.4) we obtain

\[ v_{L_i}(\omega_{L_i} - N_{L_j/L_i}(\theta_{L_j} + \lambda_{L_j})) \to +\infty \]
as \( j \to +\infty \). This means that \( \Omega = \Theta + \Lambda \) and \( R \) is an isomorphism of \( \mathcal{L} \) onto a subfield in \( N(L|F) \). The latter subfield is mapped onto the residue field of \( N(L|F) \), hence it is isomorphic to the residue field \( N(L|F) \).

\[ \square \]

**Corollary.** Let \( A = (\alpha_L) \), \( B = (\beta_L) \) belong to the ring of integers of \( N(L|F) \). Then \( \gamma_L \equiv \alpha_L + \beta_L \mod M_{L_j}^{\alpha} \), where \( \alpha_i \) are those defined in the proof of the Theorem. Moreover for any \( \alpha \in \mathcal{O}_{L_j} \) there exists an element \( A = (\alpha_{L_j}) \) in the ring of integers of \( N(L|F) \) such that \( \alpha \equiv \alpha_{L_j} \mod M_{L_j}^{\alpha} \).

**Proof.** The first assertion follows from (\( * \)) and the second from Proposition (5.4). \( \square \)

**5.6.** An immediate consequence of the definitions is that if \( M/F \) is a finite subextension of an arithmetically profinite extension \( L/F \), then \( N(L|F) = N(L|M) \). On the other hand, if \( E/L \) is a finite separable extension, then, as shown in Proposition (5.1), \( E/F \) is an arithmetically profinite extension. Let \( M \) be a finite extension of \( F \) such that \( ML = E \). Then \( N_{L,M/L,M}(\alpha) = N_{L_j/L_M,_{L_j}N}(\alpha) \) for \( \alpha \in L_j \), \( j \geq i \geq m \), and sufficiently large \( m \), we deduce that \( N(L|M) \) can be identified with a subfield of \( N(E|F) \): \( A = (\alpha_L) \mapsto A' \in N(E|F) \) with \( A' = (\alpha'_{L,M}) \), \( \alpha_{L,M} = \alpha \) for \( i \geq m \), \( \alpha'_{L,M} = N_{L,M/L,M}(\alpha_L) \) for \( i < m \). In fact the discrete valuation topology of \( N(L|M) \) coincides with the induced topology from \( N(E|F) \), and \( N(E|M)/N(L|M) \) is an extension of complete discrete valuation fields. For an arbitrary separable extension \( E/L \) denote by \( N(E,L|F) \) the injective limit of \( N(E'|F) \) for finite separable subextensions \( E'|L \) in \( E/L \). Obviously, \( N(E,L|F) = N(E|F) \) if \( E/L \) is finite.

Let \( L/F \) be infinite arithmetically profinite, and let \( L'/L \) be a finite separable extension. Let \( \tau \) be an automorphism in \( G_F = \text{Gal}(F^{\text{sep}}/F) \) with \( \tau(L) \subset L' \). There exists a tower of increasing subfields \( L'_i \) in \( L' \) such that \( L'_i/F \) is finite, \( \tau(L)L'_i = L', L'_i = \cup L'_i \), and \( N_{L'/L',_{L'}N}(\tau) = \tau N_{L'_i/L'_i,_{L'_i}N}(\alpha) \) for \( j \geq i \), \( \alpha \in \tau^{-1}L'_j \); see the proof of Proposition (5.1). Let \( T: N(L|F) \to N(L'|F) \) denote the homomorphism of fields, which is defined for \( A = (\alpha_L) \in N(L|F) \) as \( T(A) = A' = (\alpha'_{L'_i}) \) with \( \alpha'_{L_i} = \tau(\alpha_{L'_i}) \). Then \( A' \in N(L'|F) \). This notion is naturally generalized for \( N(E,L|F) \) and \( N(E',L|F) \) with \( T(E) \subset E' \).

**Proposition.** Let \( E_1 \) and \( E_2 \) be separable extensions of \( L \). Then the set of all automorphisms \( \tau \in G_L \) with \( T(E_1) \subset E_2 \) is identified (by \( \tau \to T \)) with the set of all automorphisms \( T \in G_{N(L|F)} \) with \( T(N(E_1,L|F)) \subset N(E_2,L|F) \). In particular, if \( E/L \) is a Galois extension, then \( \text{Gal}(E/L) \) is isomorphic to \( \text{Gal}(N(E,L|F)/N(L|F)) \).

**Proof.** First we verify the second assertion for a finite Galois extension \( E/L \). Let \( \tau \in G_F \) be such that \( T \) acts trivially on \( N(E|F) \). Then \( T \) acts trivially on the residue field of \( N(E|F) \), which coincides with the residue field of \( E \), so \( \tau \) belongs to the inertia subgroup \( \text{Gal}(E/F)_{0} \). Let \( E = L(\beta) \). Let \( L_i \) form a standard tower of subfields
of $L$ over $F$, as in (5.5). Since the coefficients of the irreducible polynomial of $\beta$ over $L$ belong to some $L_m$, we deduce that $L_i(\beta)/L_i$ is Galois and $\text{Gal}(L_i(\beta)/L_i)$ is isomorphic to $\text{Gal}(E/L)$ for $i \geq m$. Let $\Pi = (\pi_{L_i(\beta)})_{i \geq m}$ be a prime element of $N(E|F)$. Then $\Pi(\Pi) = \Pi$ and $\tau \pi_{L_i(\beta)}^i = \pi_{L_i(\beta)}^i$ for $i \geq m$. We obtain now that $\tau = 1$ because $\tau$ acts trivially on the residue field $L_i(\beta)$. We conclude that $\text{Gal}(E/L)$ can be identified with a subgroup of $N(E|F)$-automorphisms of $N(E|F)$. Since the subfield of the fixed elements of $N(E|F)$ under the action of the image of $\text{Gal}(E/L)$ is contained in $N(L|F)$, we conclude that $N(E|F)/N(L|F)$ is a Galois extension whose Galois group is isomorphic to $\text{Gal}(E/L)$.

From this we easily deduce the second assertion of the Proposition for an arbitrary Galois extension $E/L$.

Finally, if $E/L$ is a Galois extension such that $E_1, E_2 \subseteq E$, denote the Galois groups of $E/E_1$ and $E/E_2$ by $H_1$ and $H_2$. These two groups $H_1$ and $H_2$ can be identified with $\text{Gal}(N(E, L|F)/N(E_1, L|F))$, and $\text{Gal}(N(E, L|F)/N(E_2, L|F))$ respectively. Since the set of $\tau \in G_L$ with $\tau(E_1) \subseteq E_2$ coincides with $\{ \tau \in G_L : \tau H_1 \tau^{-1} \subseteq H_2 \}$, the proof is completed. 

(5.7). The preceding Proposition shows that the group $\text{Gal}(F^{\text{sep}}/L)$ can be considered as a quotient group of $\text{Gal}(N(L|F)^{\text{sep}}/N(L|F))$. We will show in what follows that the former group coincides with the latter.

**Theorem.** Let $Q$ be a separable extension of $N(L|F)$. Then there exists a separable extension $E/L$ and an $N(L|F)$-isomorphism of $N(E, L|F)$ onto $Q$.

Thus, the absolute Galois group of $L$ is naturally isomorphic to the absolute Galois group of $N(L|F)$.

**Proof.** One can assume that $Q/N(L|F)$ is a finite Galois extension. Using the description of Galois extensions of (4.4) Ch. II we must consider the following three cases: $Q/N(L|F)$ is unramified, cyclic tamely totally ramified, and cyclic totally ramified of degree $p = \text{char}(\bar{F})$.

Let $\mathcal{O}_Q = \mathcal{O}_{N(L|F)}[\Gamma]$. Let $f(X)$ be the monic irreducible polynomial of $\Gamma$ over $N(L|F)$. It suffices to find a separable extension $E'/L$ such that $f(X)$ has a root in $N(E', L|F)$. Let $L_i$ and $a_i$ be identical to those in the proof of Theorem (5.5). By Lemma (3.1) Ch. II, we can write

$$f(X) = X^n + A^{(n-1)}X^{n-1} + \cdots + A^{(0)}$$

with $A^{(m)} = (\alpha^{(m)}_{L_i}) \in \mathcal{O}_{N(L_i|F)}$, $n = |Q : N(L|F)|$. Denote by $f_i(X) \in \mathcal{O}_{L_i}[X]$ the polynomial $X^n + \alpha^{(n-1)}_{L_i}X^{n-1} + \cdots + \alpha^{(0)}_{L_i}$. Let $\alpha_i$ be a root of $f_i(X)$ and $M_i = L_i(\alpha_i), E_i = L(\alpha_i)$.

The following assertion will be useful in our considerations.
LEMMA. Let \( \Delta = \prod_{m<i}(\Gamma_m - \Gamma_i)^2 \) be the discriminant of \( f(X) \) (\( \Gamma_m \) for \( 1 \leq m \leq n \) are all distinct roots of \( f(X) \). Then \( \Delta = (-1)^{\frac{n(n-1)}{2}} \prod_{m=1}^{n} \sigma_m f'(\Gamma) \) where \( \sigma_1, \ldots, \sigma_n \) are elements of \( \text{Gal}(Q/N(L|F)) \), \( \Delta \in N(L|F) \). Let \( d_i \in L_i \) be the discriminants of \( f_i(X) \). Then there exists an index \( i_1 \) such that \( v_{L_i}(d_i) = v(\Delta) \) for \( i \geq i_1 \).

Proof. Let \( \Delta = (\delta_{L_i}) \), and let \( i_1 \) be such that \( a_i > v(\Delta) \) for \( i \geq i_1 \). Then \( v(\Delta) = v_{L_i}(\delta_{L_i}) \), and Corollary (5.5) shows that \( v_{L_i}(\delta_{L_i} - d_i) \geq a_i \). Hence, \( v_{L_i}(d_i) = v_{L_i}(\delta_{L_i}) = v(\Delta) \) for \( i \geq i_1 \). \( \square \)

This Lemma implies that \( M_i/L_i \) is separable for \( i \geq i_1 \). Now we shall verify that in the three cases under consideration, there exists an index \( i_2 \), such that \( M_i/L_i \) and \( L/L_i \) are linearly disjoint and \( q(E_i|M_i) \geq q(L|L_i) \) for \( i \geq i_2 \).

If \( Q/N(L|F) \) is unramified, then the residue polynomial \( \overline{f_i} \in \overline{T}[X] \) is irreducible of degree \( n \) and \( M_i/L_i \) is an unramified extension of the same degree. Hence, \( M_i/L_i \) and \( L/L_i \) are linearly disjoint and \( h_{E_i/M_i}(x) = h_{L/L_i}(x) \), so \( q(E_i|M_i) = q(L|L_i) \).

If \( Q/N(L|F) \) is totally and tamely ramified, then one can take \( f(X) = X^n - 1 \), where \( \Pi \) is a prime element in \( N(L|F) \) (see (3.5) Ch. II). Hence, \( M_i/L_i \) is tamely and totally ramified of degree \( n \) for \( i \geq 1 \). We deduce that \( L \cap M_i = L_i \) and \( h_{E_i/M_i}(nx) = nh_{L/L_i}(x) \), and hence \( q(E_i|M_i) \geq nq(L|L_i) \) for \( i \geq 1 \).

If \( Q/N(L|F) \) is totally ramified of degree \( n = p = \text{char}(F) \), then one may assume that \( f(X) \) is an Eisenstein polynomial (see (3.6) Ch. II). Then \( f_i(X) \) is a separable Eisenstein polynomial in \( L_i[X] \), and \( \alpha_i \) is prime in \( M_i \). Let \( N_i \) be the minimal finite extension of \( M_i \) such that \( N_i/L_i \) is Galois, and \( M'_i \) the maximal tamely unramified extension of \( L_i \) in \( N_i \). Then \( [N_i : L_i] \leq p! \). One has \( N_i = M'_i(\alpha_i) \) and \( s_i = s(N_i|M'_i) = v_{N_i}(\alpha_i) - v_{N_i}(\alpha_i) \) for a generator \( \sigma \) of \( \text{Gal}(N_i|M'_i) \) (see (1.4) and the proof of Proposition (3.3)). Note that

\[
v_{N_i}(\alpha_i) = \frac{1}{p} v_{N_i}(d_i) \leq \frac{p!}{p(p-1)} v_{L_i}(d_i) = (p - 2)! v(\Delta)
\]

for \( i \geq i_1 \). Furthermore, in the same way as in the proof of Proposition (3.3), we get \( h_{M_i/L_i}(x) = l^{-1} h_{N_i/M'_i}(lx) \), where \( l = e(M'_i|L_i) \). Consequently,

\[
q(M_i|L_i) = s_i l^{-1} < (p - 2)! v(\Delta).
\]

Since \( h_{L_j(M_i)} \circ h_{M_i/L_i} = h_{L_j(L_i)} \circ h_{L_i/L_i} \) for \( j \geq i \), we deduce that \( q(E_j|M_i) = h_{M_i/L_i}(q(L|L_i)) \geq q(L|L_i) \).

Now we construct the desired field \( E' \). Let \( v: N(L|F)^{\text{sep}} \to \mathbb{Q} \) be the extension of the discrete valuation \( v: N(L|F)^* \to \mathbb{Q} \) (see Corollary 1 of (2.9) Ch. II). According to Corollary (5.5) there is an element \( B^{(j)} = (\beta^{(j)}_{L_i(\sigma)})_{i,j} \in N(E_j|F) \) such that \( v_{M_j}(\alpha_j - \beta^{(j)}_{M_j}) \geq b_j \), where \( b_j \) is the maximal integer \( \leq (p-1) q(E_j|M_j)/p \). Note that \( b_j \geq a_j \). We claim that \( v(f(B^{(j)})) \to +\infty \) as \( j \to +\infty \).
Indeed, $E_j/M_j$ is totally ramified. Therefore, if $f(B^{(j)}) = (\rho_{L, (\alpha_j)})_{i \geq j}$ then
\[ v(f(B^{(j)})) \geq v_{M_j}(\rho_{M_j})/n. \]

By using Corollary (5.5) we deduce
\[ v_{M_j}(\rho_{M_j} - f_j(\beta_{M_j})^{(j)}) \geq (p - 1)q(E_j|M_j)/p \geq a_j. \]

This means that
\[ v(f(B^{(j)})) \geq \frac{a_j}{n} \quad \text{for} \quad j \geq i_2. \]

Since $a_j \to +\infty$ when $j \to +\infty$, we conclude that $v(f(B^{(j)})) \to +\infty$.

By the same arguments we obtain that for $f'(B^{(j)}) = (\mu_{L, (\alpha_j)})_{i \geq j}$
\[ v(f'(B^{(j)})) \leq v_{M_j}(\mu_{M_j}), \quad v_{M_j}(\mu_{M_j} - f_j'(\alpha_j)) \geq a_j, \quad v_{M_j}(f_j'(\alpha_j)) \leq nv(\Delta) \]
for $j \geq i_2$. This implies that for a sufficiently large $j$
\[ v(f'(B^{(j)})) \leq nv(\Delta) < \frac{1}{2}v(f(B^{(j)})). \]

Corollary 3 of (1.3) Ch. II shows the existence of a root of $f(X)$ in $N(E_j|F)$. Putting $E' = E_j$ we complete the proof of the Theorem. \qed

**Definition.** The functor of fields of norms associates to every arithmetically profinite extension $L$ over $F$ its field of norms $N(L|F)$, to every separable extension $E$ of $L$ the field $N(E, L|F)$ and to every element of $G_F$ the corresponding element of the group of automorphisms of the field $N(L|F)^{\text{sep}}$ (so that elements of $G_L \leq G_F$ are mapped isomorphically to elements of $G_{N(L|F)}$).

**Remarks.**
1. The isomorphism between the absolute Galois groups is compatible with their upper ramification filtrations (see Exercises 4 and 5).

2. Fields of norms are related to various rings introduced by J.-M. Fontaine in his study of Galois representations over local fields, some of which are briefly introduced in Exercises 6 and 8. For more details see [A] and [Colm].

3. A local field $F$ with finite residue field $\mathbb{F}_q$ has infinitely many wild automorphisms, i.e., continuous homomorphisms $\sigma: F \to F$ such that $\pi_F^{-1}\sigma(\pi_F) \in U_1$, if and only if $F$ is of positive characteristic. The group $R$ of wild automorphisms of $F$ has a natural filtration $R_i = \{\sigma \in R : \pi_F^{-1}\sigma\pi_F \in U_i\}$ and $R$ is isomorphic to $\lim R/R_i$. Therefore the wild group $R$ is a pro-$p$-group. It has finitely many generators. One can check that every nontrivial closed normal subgroup of an open subgroup of $R$ is open; so $R$ is a so-called hereditarily just infinite pro-$p$-group. Those are of importance for the theory of infinite pro-$p$-groups [dSSS].

Every Galois totally ramified and arithmetically profinite $p$-extension of a local field with residue field $\mathbb{F}_q$ is mapped under the functor of fields of norms to a closed
subgroup of \( R \). Using this functor and realizability of pro-\( p \)-groups as Galois groups of arithmetically profinite extensions in positive characteristic one can easily show that every finitely generated pro-\( p \)-group is isomorphic to a closed subgroup of \( R \) ([Fe12], for the first, different proof see [Cam]).

Define a closed subgroup \( T \) of \( R \)

\[
T = \{ \sigma \in R; \pi_\sigma^{-1} \sigma \pi = f(\pi) \quad \text{with} \quad f(X) \in \mathbb{F}_q[[X^{p^r}]] \}.
\]

For \( p > 2 \) the group \( T \) is hereditarily just infinite. It can be proved that \( T \) does not have infinite subquotients isomorphic to \( p \)-adic Lie groups. The group \( T \) for \( r > 1 \) can be realized as the Galois group of an arithmetically profinite extension of a finite extension of \( \mathbb{Q}_p \) [Fe12].

4. One can ask what is the image with respect to the functor of fields of norms of \( p \)-adic Lie extensions in \( R \)? J.-P. Wintenberger proved [Win2, 4.5] that every closed subgroup of \( R \) isomorphic to \( \mathbb{Z}_p \) is the image of an appropriate \( \mathbb{Z}_p \)-extension either in characteristic 0 or characteristic \( p \). For the study of the image of \( p \)-adic Lie extensions see F. Laubie’s works [Lau2–4].

5. General ramification theory of infinite extensions is far from being complete, despite many deep investigations including [Mau1–5]; see references in Bibliography.

**Exercises.**

1. a) Let \( L_n \) be a cyclic totally ramified extension of \( F \) of degree \( p^n \), \( p = \text{char}(\overline{F}) \) and \( L_n \subset L_{n+1} \). Let \( L = \bigcup L_n \). Show that \( i(L_{n+1}) \supset i(L_n) \supset i(L_{n-1}) + 1 \). [Hint: show that for a prime \( \pi \in L_{n+1} \) and a generator \( \sigma \) of \( \text{Gal}(L_{n+1}/L_{n-1}) \), \( v_{L_{n+1}}(\pi^{-1} \sigma^p_1) \geq 1 + v_{L_{n+1}}(\pi^{-1} \sigma_1) \).] Deduce that \( L/F \) is arithmetically profinite.

b) Let \( \pi_0 = \pi \) be a primitive element of \( F \) and let \( \pi_i^p = \pi_i - 1 \) for \( i \geq 1 \). Show that the extension \( L = F(\{\pi_i\}) \) is arithmetically profinite extension of \( F \). This extension \( L/F \) plays an important role in V. Abrashkin’s approach to explicit formulas for the Hilbert pairing, see Remark 2 (3.5) Ch. VIII and [Ab5–6].

2. (c) Let \( L/F \) be as in Exercise 1 and \( \text{char}(F) = 0 \), \( \overline{F} \) perfect. Using Exercise 5 of section 4 show that there exists an index \( j \) depending only on \( F \) (not on \( L \)), such that the upper ramification jumps \( x_1 < x_2 < \ldots \) of \( L/F \) satisfy relations \( x_j = x_j + (i-j)c(F) \) for \( i \geq j \). This assertion was employed by J. Tate in [T2].

3. Let \( L_i \) and \( \alpha_i \) be such as in (5.5). Show that the norm map \( N_{L_j/L_i} \) for \( j \geq i \) induces the surjective ring homomorphism

\[
\mathcal{O}_{L_i}/\mathcal{M}_{L_i}^{\alpha_{ij}} \rightarrow \mathcal{O}_{L_i}/\mathcal{M}_{L_i}^{\alpha_{ji}}.
\]

Put \( \mathcal{O}_F(L) = \varprojlim \mathcal{O}_{L_i}/\mathcal{M}_{L_i}^{\alpha_i} \). For \( A = (\alpha_L) \mod \mathcal{M}_{L_i}^{\alpha_i} \neq 0 \) one can find an index \( i \geq 1 \) such that \( \alpha_L \notin \mathcal{M}_{L_i}^{\alpha_i} \). Then we put \( w(A) = v_{L_i}(\alpha_L) \). For \( a \in \mathcal{T} \) let \( \theta \in L_i \), \( i \geq 1 \), be its multiplicative representative and \( \theta_{L_i} = \theta^{1/n_i} \), where \( n_i = |L_i : L_1| \). Put

\[
R'(a) = (\theta_{L_i} \mod \mathcal{M}_{L_i}^{\alpha_i})_{i \geq 1}.
\]
III. The Norm Map

Show that $\mathcal{O}_F(L)$ is a ring of characteristic $p$. The extension of the map $w$ on the quotient field $N_F(L)$ of $\mathcal{O}_F(L)$ is a discrete valuation, and $N_F(L)$ is complete with respect to it. The map $R'$ is an isomorphism of $\mathcal{L}$ onto a subfield of $N_F(L)$, which is isomorphic to the residue field $d$ of $N_F(L)$. Show that the map

$$\mathcal{O}_{N(L|F)} \to \mathcal{O}_F(L) \quad (\alpha_{L_i}) \mapsto (\alpha_{L_i} \mod M_{L_i}^{\mathcal{O}_F})$$

is an isomorphism, preserving the discrete valuation topology.

4. (c) [Win3] Let $L/F$ be infinite arithmetically profinite and let $\tau: L \to L$ be an $F$-automorphism.

a) Show that there exists an increasing tower of finite extensions $L_i/F$ with $\tau(L_i) \subset L_i$ and $L = \bigcup L_i$. Show that for $T: N(L|F) \to N(L|F)$ there exists an index $i_0$ such that for $i \geq i_0$

$$v_{L_i} \left( \frac{\tau_\pi L_i}{\pi L_i} - 1 \right) = v \left( \frac{T_\pi}{\pi} - 1 \right)$$

for a prime element $\pi \in N(L|F)$ and a prime element $\pi_{L_i}$ in $L_i$.

b) Deduce that if $L/F$ is Galois, then the image of $\text{Gal}(L/F)$ under the homomorphism $\tau \to T$ is a subgroup in the group of continuous with respect to the discrete valuation $v$ automorphisms $\text{Aut}(N(L|F))$ of $N(L|F)$.

c) Show that the image of the upper ramification group $\text{Gal}(L/F)(x)$ in $\text{Aut}(N(L|F))$ is equal to the intersection of the image of $\text{Gal}(L/F)$ and the subgroup

$$\{ T \in \text{Aut}(N(L|F)) : T^{-1} \Pi T \in h_{L/F}(x) \}.$$

5. (c) [Win3] Let $L/F$ be an infinite arithmetically profinite extension, and let $E/L$ be a finite separable extension.

a) Show that for a tower of fields $L_i$ such as in (5.5), there exists a tower of finite extensions $E_i$ of $F$ such that $E_i \subset E_{i+1}, E = \bigcup E_i, L_i \subset E_i$, and an index $i_0$ such that

$$h_{N(E|F)/N(L|F)} = h_{E_i/L_i} \quad \text{for } i \geq i_0.$$

b) Show that if $E/L$ is a separable extension (not necessarily finite), then $E/F$ is an arithmetically profinite extension if and only if $N(E, L|F)/N(L|F)$ is arithmetically profinite. Show that in this case the field $N(E|F)$ can be identified with $N(N(E, L|F)/N(L|F))$ and

$$h_{E/F} = h_{N(E, L|F)/N(L|F)} \circ h_{L/F}.$$

c) Assume in addition that $E/F$ and $E/L$ are Galois extensions. Show that

$$\text{Gal}(N(E, L|F)/N(L|F))(h_{L/F}(x)) = \text{Gal}(E/F)(x) \cap \text{Gal}(N(E, L|F)/N(L|F))$$

where we identified $\text{Gal}(N(E, L|F)/N(L|F))$ with $\text{Gal}(E/L)$.

6. (c) [Win3] Let $F$ be a complete field with respect to some nontrivial valuation $v: F^* \to \mathbb{Q}$ (in particular, if $v(F^*) = \mathbb{Z}$, then $v$ is discrete). Let the perfect residue field $\mathcal{F}$ be of characteristic $p > 0$. Put $F^{(n)} = F$, and let $R^*(F) = \lim_{\downarrow \mathcal{F}^n} F^{(n)}$ with respect to the homomorphism of the raising to the $p$th power $F^{(n+1)} \overset{\mathcal{F}^p}{\to} F^{(n)}$. Put $R(F) = R^*(F) \cup \{0\}$. 
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a) Show that if \( A = (\alpha^{(n)}) \), \( B = (\beta^{(n)}) \in R(F) \), then the sequence \( (\alpha^{(n+m)} + \beta^{(n+m)}) \theta^m \) converges as \( m \to +\infty \). Put \( \gamma^{(n)} = \lim_{m \to +\infty} (\alpha^{(n+m)} + \beta^{(n+m)}) \theta^m \) and define \( A + B = \Gamma = (\gamma^{(n)}) \); put \( \delta^{(n)} = \alpha^{(n)} \beta^{(n)} \) and define \( A \cdot B = \Delta = (\delta^{(n)}) \). Show that \( R(F) \) is a perfect field of characteristic \( p \).

b) For \( A = (\alpha^{(n)}) \) put \( v(A) = v(\alpha^{(0)}) \). Show that \( v \) possesses the properties of a valuation. Let \( \theta \in F \) be the multiplicative representative of \( a \in \mathcal{T} \) and \( \Theta = (\theta^{(n)}) \) with \( \theta^{(n)} = \theta^{1/p^n} \). Show that \( R: a \to \Theta \) is an isomorphism of \( \mathcal{T} \) onto a subfield in \( R(F) \) which is isomorphic to the residue field of \( R(F) \).

c) Show that if \( v: F^* \to \mathbb{Z} \) is discrete, then \( R(F) \) can be identified with \( \mathcal{T} \).

d) Show that if \( F \) is of characteristic \( p \), then the homomorphism \( A = (\alpha^{(n)}) \mapsto \alpha^{(0)} \) is an isomorphism of \( R(F) \) with the maximal perfect subfield in \( F \).

7. (c) [Win3] Let \( L \) be an infinite arithmetically profinite extension of a local field \( F \) with residue field of characteristic \( p \). Assume that the Hasse–Herbrand function \( h_{L/F} \) grows relatively fast, i.e., there exists a positive \( c \) such that \( h_{L/F}(x_0)/h_{L/F}(x_0) > c \) for all \( x_0 \) where the derivative is defined. Let \( C \) be the completion of the separable closure of \( F \).

a) For \((\alpha, E) \in N(L/F)\) show that there exists \( \beta^{(n)} = \lim_{E \to \mathcal{E}|L,1}/p^n \in C \) where \( L_1/F \) is the maximal tamely ramified subextension of \( L/F \) and \( E \) runs over all finite extensions of \( L_1 \) in \( L \). Show that \( (\beta^{(n)}) \) belongs to \( R(C) \).

b) Show that the homomorphism \( N(L|F) \to R(C) \) is a continuous (with respect to the discrete valuation topology on \( N(L|F) \) and the topology associated with the valuation \( v \) defined in the previous exercise) field homomorphism.

c) Let \( E \) be a separable extension of \( L \). Let \( S \) be the completion of the \((p)\)-radical closure of \( N(E, L/F) \), i.e., the completion (with respect to the extension of the valuation) of the subfield of \( N(E, L/F)^{\text{alg}} \) generated by \( \sqrt[n]{\alpha} \) for all \( n \) and \( \alpha \in N(E, L/F) \). Show that there is a field isomorphism from \( S \) to \( R(\tilde{E}) \) where \( \tilde{E} \) is the completion of \( E \). Deduce that if \( F \) is of positive characteristic, then \( \tilde{E} \) is a perfect field.

8. (c) [Win3] Let \( K \) be a discrete valuation field of characteristic \( 0 \) with residue field of characteristic \( p \), and let \( C \) be the completion of the separable closure of \( K \). Define the map

\[
g: W(\mathcal{O}_{R(C)}) \to \mathcal{O}_{C}
\]

by the formula \( g(A_0, A_1, \ldots) = \sum_{n \geq 0} p^n \alpha_n^{(n)} \), where \( A_m = (\alpha_n^{(m)}) \in \mathcal{O}_{R(C)} \).

a) Show that \( g \) is a surjective homomorphism. Show that its kernel is a principal ideal in \( W(\mathcal{O}_{R(C)}) \), generated by some element \((A_0, A_1, \ldots)\) for which, in particular, \( v(\alpha_0^{(0)}) = v(p) \).

b) Let \( W_K(R) = W(\mathcal{O}_{R(C)}) \otimes_{\mathcal{O}_{R(K)}} K \). Then \( g \) can be uniquely extended to a surjective homomorphism of \( K \)-algebras \( g: W_K(R) \to C \). Show that the kernel \( I \) of this homomorphism is a principal ideal. Let \( B^+ \) be the completion of \( W_K(R) \) with respect to \( I \)-adic topology and let \( B \) be its quotient field. Show that \( B \) does not depend on the choice of \( K \) and is a complete discrete valuation field with residue field \( C \).

The ring \( B \) plays a role in the theory of \( p \)-adic representations and \( p \)-adic periods [A].
CHAPTER 4

Local Class Field Theory I

In this chapter we develop the theory of abelian extensions of a local field with finite residue field. The main theorem establishes a correspondence between abelian extensions of such a local field $F$ and subgroups in its multiplicative group $F^*$; moreover we construct the so called local reciprocity homomorphism from $F^*$ to the maximal abelian quotient of the absolute Galois group of $F$ which has the property that for every finite Galois extension $L/F$ it induces an isomorphism between $F^*/N_{L/F}L^*$ and the maximal abelian quotient of $\text{Gal}(L/F)$. This theory is called local class field theory, it first appeared in works by H. Hasse in 1930.

In our approach we use simultaneously two explicit constructions of the reciprocity maps and its inverse, one suggested by M. Hazewinkel (we use it only for totally ramified extensions) and another suggested by J. Neukirch. The origin of the former approach is a Theorem of B. Dwork [Dw, p.185] with a proof by J. Tate, see Exercise 4 in section 3. In our exposition it will be an interplay between the two constructions which provides an easy proof of all main results of local class field theory. Our approach can also be extended to other generalized local class field theories, like those described in section 8 of this Chapter and in Chapter V.

Section 1 lists properties of the local fields as a corollary of results of the previous chapters; it also provides an important for the subsequent sections information on some properties of the maximal unramified extension of the field and its completion. Section 2 presents the Neukirch map which is at first defined as a map from the set of Frobenius automorphisms in the Galois group of the maximal unramified extension of $L$ over $F$ to the factor group $F^*/N_{L/F}L^*$. To show that this map factorizes through the Galois group and that it is a homomorphism is not entirely easy. We choose a route which involves the second reciprocity map by Hazewinkel which is defined in section 3 as a homomorphism from $F^*/N_{L/F}L^*$ to the maximal abelian quotient of the Galois group of $L/F$ in the case where the latter is a totally ramified extension. We show in section 3 that the two maps are inverse to each other and then prove that for a finite Galois extension $L/F$ the Neukirch map induces an isomorphism

$$\gamma_{L/F}^\text{ab}: \text{Gal}(L/F)^{\text{ab}} \rightarrow F^*/N_{L/F}L^*.$$  

In section 4 we extend the reciprocity maps from finite extensions to infinite Galois extensions and derive first properties of the norm groups. Section 5 presents two
important pairings of the multiplicative group of a local field with finite residue field: the Hilbert symbol and Artin–Schreier pairing; the latter is defined in positive characteristic. We apply them to the proof of the Existence Theorem in section 6. There we clarify properties of the correspondence between abelian extensions and their norm groups. In section 7 we review other approaches to local class field theory. Finally, in section 8 we introduce as a generalization of the reciprocity maps in the previous sections a non-abelian reciprocity map and review results on absolute Galois groups.

For the case of Henselian discrete valuation fields with finite residue field see Exercises.

1. Useful Results on Local Fields

This section focuses on local fields with finite residue field in (1.1)–(1.5). Many of results are just partial cases of more general assertions of the previous chapters. Keeping in mind applications to reciprocity maps we describe several properties of the maximal unramified extension of the field under consideration and its completion in more the general context of a Henselian or complete discrete valuation field with algebraically closed residue field in subsections (1.6)–(1.9).

(1.1). Let \( F \) be a local field with finite residue field \( \mathbb{F}_q \), \( q = p^f \) elements. The number \( f \) is called the absolute residue degree of \( F \). Since \( \text{char}(\mathbb{F}_q) = p \), Lemma (3.2) Ch. I shows that \( F \) is of characteristic 0 or of characteristic \( p \).

In the first case \( v(p) > 0 \) for the discrete valuation \( v \) in \( F \), hence the restriction of \( v \) on \( \mathbb{Q} \) is equivalent to the \( p \)-adic valuation by Ostrowski’s Theorem of (1.1) Ch. I. Then we can view the field \( \mathbb{Q}_p \) of \( p \)-adic numbers as a subfield of \( F \) (another way to show this is to use the quotient field of the Witt ring of a finite field and Proposition (5.6) Ch. II). Let \( e = v(p) = e(F) \) be the absolute ramification index of \( F \) as defined in (5.7) Ch. I. Then by Proposition (2.4) Ch. II we obtain that \( F \) is a finite extension of \( \mathbb{Q}_p \) of degree \( n = ef \). In (4.6) Ch. I such a field was called a local number field.

In the second case Propositions (5.4) Ch. II and (5.1) Ch. II show that \( F \) is isomorphic (with respect to the field structure and the discrete valuation topology) to the field of formal power series \( \mathbb{F}_q((X)) \) with prime element \( X \). In (4.6) Ch. I such a field was called a local functional field.

**Lemma.** \( F \) is a locally compact topological space with respect to the discrete valuation topology. The ring of integers \( \mathcal{O} \) and the maximal ideal \( \mathcal{M} \) are compact. The multiplicative group \( F^* \) is locally compact, and the group of units \( U \) is compact.

**Proof.** Assume that \( \mathcal{O} \) is not compact. Let \((V_i)_{i \in I}\) be a covering by open subsets in \( \mathcal{O} \), i.e., \( \mathcal{O} = \bigcup V_i \), such that \( \mathcal{O} \) isn’t covered by a finite union of \( V_i \). Let \( \pi \) be a prime element of \( \mathcal{O} \). Since \( \mathcal{O}/\pi\mathcal{O} \) is finite, there exists an element \( \theta_0 \in \mathcal{O} \) such that the set \( \theta_0 + \pi\mathcal{O} \) is not contained in the union of a finite number of \( V_i \). Similarly, there exist
elements \( \theta_1, \ldots, \theta_n \in \mathcal{O} \) such that \( \theta_0 + \theta_1 \pi + \cdots + \theta_n \pi^n + \pi^{n+1} \mathcal{O} \) is not contained in the union of a finite number of \( V_i \). However, the element \( \alpha = \lim_{n \to +\infty} \sum_{m=0}^{n} \theta_m \pi^m \) belongs to some \( V_i \), a contradiction. Hence, \( \mathcal{O} \) is not compact and \( U \), as the union of \( \theta + \pi \mathcal{O} \) with \( \theta \neq 0 \), is compact.

(1.2). Lemma. The Galois group of every finite extension of \( F \) is solvable.

Proof. Follows from Corollary 3 of (4.4) Ch. II.

Proposition. For every \( n \geq 1 \) there exists a unique unramified extension \( L \) of \( F \) of degree \( n \): \( L = F(\mu_{q^n}) \). The extension \( L/F \) is cyclic and the maximal unramified extension \( F^{ur} \) of \( F \) is a Galois extension. \( \text{Gal}(F^{ur}/F) \) is isomorphic to \( \hat{\mathbb{Z}} \) and topologically generated by an automorphism \( \varphi_F \), such that

\[
\varphi_F(\alpha) \equiv \alpha^q \mod \mathcal{M}_{F^{ur}} \quad \text{for } \alpha \in \mathcal{O}_{F^{ur}}.
\]

The automorphism \( \varphi_F \) is called the Frobenius automorphism of \( F \).

Proof. First we note that, by Corollary 1 of (7.3) Ch. I, \( F \) contains the group \( \mu_{q-1} \) of \( (q - 1) \)th roots of unity which coincides with the set of nonzero multiplicative representatives of \( \mathbb{F}_q \) in \( \mathcal{O} \). Moreover, Proposition (5.4) and section 7 of Ch. I imply that the unit group \( U_F \) is isomorphic to \( \mu_{q-1} \times U_{1,F} \).

The field \( \mathbb{F}_q \) has the unique extension \( \mathbb{F}_{q^n} \) of degree \( n \), which is cyclic over \( \mathbb{F}_q \). Propositions (3.2) and (3.3) Ch. II show that there is a unique unramified extension \( L \) of degree \( n \) over \( F \) and hence \( L = F(\mu_{q^n-1}) \).

Now let \( E \) be an unramified extension of \( F \) and \( \alpha \in E \). Then \( F(\alpha)/F \) is of finite degree. Therefore, \( F^{ur} \) is contained in the union of all finite unramified extensions of \( F \). We have

\[
\text{Gal}(F^{ur}/F) \simeq \lim_{\leftarrow} \text{Gal}(\mathbb{F}_{q^n}/\mathbb{F}_q) \simeq \hat{\mathbb{Z}}.
\]

It is well known that \( \text{Gal}(\mathbb{F}_q^{sep}/\mathbb{F}_q) \) is topologically generated by the automorphism \( \sigma \) such that \( \sigma(\alpha) = \alpha^q \) for \( \alpha \in \mathbb{F}_q^{sep} \). Hence, \( \text{Gal}(F^{ur}/F) \) is topologically generated by the Frobenius automorphism \( \varphi_F \).

Remark. If \( \theta \in \mu_{q^n-1} \), then

\[
\varphi_F(\theta) \equiv \theta^q \mod \mathcal{M}_L
\]

and \( \varphi_F(\theta) \in \mu_{q^n-1} \). The uniqueness of the multiplicative representative for \( \overline{\theta^q} \in \mathbb{F} \) implies now that \( \varphi_F(\theta) = \theta^q \).

(1.3). Example. Let \( \zeta_p^m \) be a primitive \( p^m \)th root of unity. Put \( \mathbb{Q}_p(-m) = \mathbb{Q}_p(\zeta_p^m) \).

Then

\[
v_{\mathbb{Q}_p(-m)}(\zeta_p^m) = 0
\]
and $\zeta_{p^m}$ belongs to the ring of integers of $\mathbb{Q}^{(m)}_p$. Let
\[
f_m(X) = \frac{X^{p^m} - 1}{X^{p^m-1} - 1} = X^{(p-1)p^{m-1}} + X^{(p-2)p^{m-1}} + \cdots + 1.
\]
Then $\zeta_{p^m}$ is a root of $f_m(X)$, and hence $|\mathbb{Q}^{(m)}_p : \mathbb{Q}_p| \leq (p-1)p^{m-1}$. The elements $\zeta_{p^m}^i$, $0 < i < p^m$, $p \nmid i$, are roots of $f_m(X)$. Hence
\[
f_m(X) = \prod_{0 < i < p^m} (X - \zeta_{p^m}^i) \quad \text{and} \quad p = f_m(1) = \prod_{0 < i < p^m} (1 - \zeta_{p^m}^i).
\]
However,
\[
(1 - \zeta_{p^m}^i)(1 - \zeta_{p^m})^{-1} = 1 + \zeta_{p^m} + \cdots + \zeta_{p^m}^{i-1}
\]
belongs to the ring of integers of $\mathbb{Q}^{(m)}_p$. For the same reason, $(1 - \zeta_{p^m})(1 - \zeta_{p^m}^i)^{-1}$ belongs to the ring of integers of $\mathbb{Q}^{(m)}_p$. Thus, $(1 - \zeta_{p^m}^i)(1 - \zeta_{p^m})^{-1}$ is a unit and $p = (1 - \zeta_{p^m})p^{m-1}(p-1)\epsilon$ for some unit $\epsilon$. Therefore, $e(\mathbb{Q}^{(m)}_p|\mathbb{Q}_p) \geq (p-1)p^{m-1}$, and $\mathbb{Q}^{(m)}_p$ is a cyclic totally ramified extension with the prime element $1 - \zeta_{p^m}$, and of degree $(p-1)p^{m-1}$ over $\mathbb{Q}_p$. In particular,
\[
\mathfrak{O}_{\mathbb{Q}_p^{(m)}} = \mathfrak{O}_{\mathbb{Q}_p}[1 - \zeta_{p^m}] = \mathfrak{O}_{\mathbb{Q}_p}[\zeta_{p^m}].
\]

(1.4). In order to describe the group $U_1 = U_{1,F}$ of principal units we can apply assertions of sections 5, 6 Ch. I.

If $\text{char}(F) = p$, then Proposition (6.2) Ch. I shows that every element $\alpha \in U_1$ can be uniquely expressed as the convergent product
\[
\alpha = \prod_{p \nmid i} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}},
\]
where the index-set $J$ numerates $f$ elements in $\mathfrak{O}_F$, such that their residues form a basis of $\mathbb{F}_q$ over $\mathbb{F}_p$, and the elements $\theta_j$ belong to this set of $f$ elements; $\pi_i$ are elements of $\mathfrak{O}_F$ with $v(\pi_i) = i$, and $a_{ij} \in \mathbb{Z}_p$. Thus, $U_1$ has the infinite topological basis $1 + \theta_j \pi_i$.

Now let $\text{char}(F) = 0$. (6.4) and (6.5) Ch. I show that every element $\alpha \in U_1$ can be expressed as a convergent product
\[
\alpha = \prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}} \omega_e^\alpha
\]
where $I = \{1 \leq i < pe/(p-1), \ p \nmid i\}$, $e = e(F)$; the index-set $J$ numerates $f$ elements in $\mathfrak{O}_F$, such that their residues form a basis of $\mathbb{F}_q$ over $\mathbb{F}_p$, and the elements $\theta_j$ belong to this set of $f$ elements; $\pi_i$ are elements of $\mathfrak{O}_F$ with $v(\pi_i) = i$, and $a_{ij} \in \mathbb{Z}_p$. 
If a primitive $p$th root of unity does not belong to $F$, then $\omega = 1$, $a = 0$ and the above expression for $\alpha$ is unique; $U_1$ is a free $\mathbb{Z}_p$-module of rank $n = ef = |F : \mathbb{Q}_p|$. If a primitive $p$th root of unity belongs to $F$, then $\omega = 1 + \theta \pi^{pe/(p-1)}$ is a principal unit such that $\omega \in F^*$, and $a \in \mathbb{Z}_p$. In this case the above expression for $\alpha$ is not unique. Subsections (5.7) and (5.8) Ch. I imply that $U_1$ is isomorphic to the product of $n$ copies of $\mathbb{Z}_p$ and the $p$-torsion group $\mu_p$, where $r \geq 1$ is the maximal integer such that $\mu_p \subset F$.

**Lemma.** If $\text{char}(F) = 0$, then $F^*n$ is an open subgroup of finite index in $F^*$ for $n \geq 1$. If $\text{char}(F) = p$, then $F^*n$ is an open subgroup of finite index in $F^*$ for $p \nmid n$. If $\text{char}(F) = p$ and $p|n$, then $F^*n$ is not open and is not of finite index in $F^*$.

**Proof.** It follows from Proposition (5.9) Ch. I and the previous considerations.

(1.5). Now we have a look at the norm group $N_{L/F}(L^*)$ for a finite extension $L$ of $F$. Recall that the norm map

$$\mathbb{F}_{q'}^*/\mathbb{F}_q^* : \mathbb{F}_q^* \longrightarrow \mathbb{F}_q^*$$

is surjective when $\mathbb{F}_{q'} \supset \mathbb{F}_q$. Then the second and third diagrams of Proposition (1.2) Ch. III show that $N_{L/F}U_L = U_F$ in the case of an unramified extension $L/F$. Further, the first diagram there implies that

$$N_{L/F}L^* = \langle \pi^n \rangle \times U_F,$$

where $\pi$ is a prime element in $F$, $n = |L : F|$. This means, in particular, that $F^*/N_{L/F}L^*$ is a cyclic group of order $n$ in the case under consideration. Conversely, every subgroup of finite index in $F^*$ that contains $U_F$ coincides with the norm group $N_{L/F}L^*$ for a suitable unramified extension $L/F$.

The next case is a totally and tamely ramified Galois extension $L/F$ of degree $n$. Proposition (1.3) Ch. III and its Corollary show that

$$N_{L/F}U_{1,L} = U_{1,F}, \quad \pi \in N_{L/F}L^*,$$

for a suitable prime element $\pi$ in $F$ (e.g. such that $L = F(\sqrt[n]{\pi})$, and $\theta \in N_{L/F}L^*$ for $\theta \in U_F$ if and only if $\bar{\theta} \in \mathbb{F}_q^{*n}$). Since $L/F$ is Galois, we get $\mu_n \subset F^*$ and $n|q-1$. Hence, the subgroup $\mathbb{F}_q^{*n}$ is of index $n$ in $\mathbb{F}_q^*$, and the quotient group $\mathbb{F}_q^*/\mathbb{F}_q^{*n}$ is cyclic. We conclude that

$$N_{L/F}L^* = \langle \pi \rangle \times \langle \theta \rangle \times U_{1,F}$$

with an element $\theta \in U_F$, such that its residue $\bar{\theta}$ generates $\mathbb{F}_q^*/\mathbb{F}_q^{*n}$. In particular, $F^*/N_{L/F}L^*$ is cyclic of order $n$. Conversely, every subgroup of $F^*$ of index dividing $q - 1$ and containing a prime element of $F$ coincides with the norm group $N_{L/F}L^*$ for a suitable cyclic extension $L/F$. 
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The last case to be considered is the case of a totally ramified Galois extension $L/F$ of degree $p$. Preserving the notations of (1.4) Ch. III, we apply Proposition (1.5) Ch. III. The right vertical homomorphism of the fourth diagram

$$
θ \rightarrow θ' - π^s - 1 \theta
$$

has a kernel of order $p$; therefore its cokernel is also of order $p$. Let $θ^* ∈ U_F$ be such that $θ'$ does not belong to the image of this homomorphism. Since $F'$ is perfect, we deduce, using the third and fourth diagrams, that $1 + θ^* π_F^s ∉ N_{L/F} U_{1,L}$. The other diagrams imply that $F^*/N_{L/F} L^*$ is a cyclic group of order $p$ and generated by

$$ω_*= 1 + θ^* π_F^s \mod N_{L/F} L^*.$$

If $\text{char}(F) = 0$, then, by Proposition (2.3) Ch. III, $s ≤ pe/(p - 1)$, where $e = e(F)$. That Proposition also shows that if $p|s$, then $s = pe/(p - 1)$ and a primitive $p$th root of unity $ζ_p$ belongs to $F$, and $L = F(ζ_p)$ for a suitable prime element $π$ in $F$. In this case $F^*/N_{L/F} L^*$ is generated by $ω_*$ $\mod N_{L/F} L^*$.

Conversely, note that every subgroup of index $p$ in the additive group $F_q$ can be written as $η F_q$ for some $η ∈ F_q$. Let $N$ be an open subgroup of index $p$ in $F^*$ such that some prime element $π_F ∈ N$ and $ω_* ∈ N$ (if $\text{char}(F) = 0$). Then, in terms of the cited Corollary (2.5) Ch. III, if $s$ is the maximal integer relatively prime to $p$ such that $U_{s,F} ∉ N$ and $U_{s+1,F} ⊂ N$, then $1 + η F_q(0_F) π^s + π^{s+1} O_F ⊂ N$ for some element $η ∈ O_F$. By that Corollary we obtain that $1 + η F_q(0_F) π^s + π^{s+1} O_F ⊂ N_{L/F} L^*$, where $L = F(λ)$ and $λ$ is a root of the polynomial $X^p - X + θ^p α$, with $α = θ^-p π^{-1} π^{-s}$ for a suitable $θ ∈ U_F$. Since $s = s(L/F)$ (see (1.4) Ch. III), we get

$$U_{i,F} ⊂ U_{i+1,F} N_{L/F} U_L \quad \text{for } i < s$$

by Proposition (1.5) Ch. III. In terms of the homomorphism $λ_i$ of section 5 Ch. I we obtain that

$$λ_i ((N ∩ U_i,F) U_{i+1,F}/U_{i+1,F}) = λ_i ((N_{L/F} L^* ∩ U_i,F) U_{i+1,F}/U_{i+1,F})$$

for $i ≥ 0$. If $ω_* ∉ N$ and $\text{char}(F) = 0$, then one can put $L = F(θ^p)$. Then we obtain the same relations for $N$ and $N_{L/F} L^*$ as just above. Later we shall show that, moreover, for every open subgroup $N$ of finite index in $F^*$, $N = N_{L/F} L^*$ for a suitable abelian extension $L/F$.

(1.6). Now we prove several properties of the maximal unramified extension $F^\text{ur}$ of $F$ and its completion. The field $F^\text{ur}$ is a Henselian discrete valuation field with algebraically closed residue field and its completion is a local field with algebraically closed residue field $F^\text{ur}_q^{\text{sep}}$.

If fact, the case of complete fields will be enough in the main text, and we have included the Henselian case for the sake of completeness, especially because the two cases can be handled almost similarly. The field $F^\text{ur}$ as an algebraic extension of $F$ is perhaps easier to deal with than its completion which is a transcendental extension of
All results of sections 2–6 except Corollary (3.2) can be proved without using the completion of \( F^\text{ur} \), see Exercise 6 section 3.

We consider, keeping in mind applications in Ch. V, the more general situation of a Henselian or complete discrete valuation fields with algebraically closed residue field. We denote any of these fields by \( F \).

Let \( R \) be the set of multiplicative representatives of the residue field of \( F \) if its characteristic is \( p \) or a coefficient field, see section 5 Ch. II, if that characteristic is zero.

In the case where the residue field is \( F_{\text{sep}}^q \), \( R \) is the union of all sets \( \mu_q^{|n|-1}, n \geq 1 \) (which coincides with the set of all roots of unity of order relatively prime to \( p \)) and of 0. Then \( R \) is the set of the multiplicative representatives of \( F_{\text{sep}}^q \) in \( F \).

Let \( L \) be a finite separable extension of \( F \). Since the residue field of \( F \) is algebraically closed, \( L/F \) is totally ramified.

**Lemma.** The norm maps

\[
N_{L/F} : L^\times \to F^\times, \quad N_{L/F} : U_L \to U_F
\]

are surjective.

**Proof.** Since the Galois group of \( L/F \) is solvable by Corollary 3 (4.4) Ch. II, it suffices to consider the case of a Galois extension of prime degree \( l \). Certainly, the norm of a prime element of \( L \) is a prime element of \( F \). Now if \( F \) is complete, then from results of section 1 Ch. III we deduce the surjectivity of the norm maps. If \( F = F^\text{ur} \) then every element of \( U_{i,F} \) belongs to \( U_{i,F^\text{ur}} \) for a finite unramified extension \( F^\text{ur} \) of \( F \) and is already in the image.

If \( F = F^\text{ur} \), from results of section 1 Ch. III we deduce \( U_{i,F} \subset U_{i,F} N_{L_{i,F}/F} U_L \) for \( i = 1 \) if \( l \) is prime to \( p \) and \( i = s(L/F) + 1 \) if \( l = p \). On the other hand, every element of \( U_{i,F} \) belongs to \( U_{i,F^\text{ur}} \) for a finite unramified extension \( F^\text{ur} \) of \( F \). Enlarging \( F^\text{ur} \) if necessary, we can assume that there is a cyclic extension \( L' \) of \( F^\text{ur} \) of degree \( l \) such that \( L = L'/F \). Since \( U_{i,F^\text{ur}} \subset N_{L'/F} U_{i,F^\text{ur}} \) by section 1 Ch. III, we deduce \( U_{i,F^\text{ur}} \subset N_{L'/F} U_{i,F^\text{ur}} \) and \( U_F \subset N_{L/F} U_L \).

**Remark.** If the extension \( L/F \) is totally ramified of degree a power of \( p \) and the residue field of \( F \) is not algebraically closed but just a perfect field without nontrivial separable \( p \)-extensions, then similarly to the proof of the Lemma we deduce that the norm \( N_{L/F} \) is still surjective.

**Definition.** For a finite Galois extension \( L/F \) denote by \( U(L/F) \) the subgroup of \( U_{1,L} \) generated by \( u^\sigma - 1 \) where \( u \) runs through all elements of \( U_{1,L} \) and \( \sigma \) runs through all elements of \( \text{Gal}(L/F) \).

Every unit in \( U_L \) can be factorized as \( \theta \varepsilon \) with \( \theta \in R^\times, \varepsilon \in U_{1,L} \). Since \( \theta^\sigma - 1 = 1 \) we deduce that \( U(L/F) \) coincides with the subgroup of \( U_L \) generated by \( u^\sigma - 1 \), \( u \in U_L, \sigma \in \text{Gal}(L/F) \).
Proposition. Let $\mathcal{L}$ be a finite Galois extension of $\mathcal{F}$. For a prime element $\pi$ of $\mathcal{L}$ define

$$\ell: \text{Gal}(\mathcal{L}/\mathcal{F}) \to U_{\mathcal{L}}/U(\mathcal{L}/\mathcal{F}), \quad \ell(\sigma) = \pi^{\sigma - 1} \mod U(\mathcal{L}/\mathcal{F}).$$

The map $\ell$ is a homomorphism which does not depend on the choice of $\pi$. It induces a monomorphism $\ell: \text{Gal}(\mathcal{L}/\mathcal{F})^{ab} \to U_{\mathcal{L}}/U(\mathcal{L}/\mathcal{F})$ where for a group $G$ the notation $G^{ab}$ stands for the maximal abelian quotient of $G$.

The sequence

$$1 \to \text{Gal}(\mathcal{L}/\mathcal{F})^{ab} \xrightarrow{\ell} U_{\mathcal{L}}/U(\mathcal{L}/\mathcal{F}) \xrightarrow{N_{\mathcal{L}/\mathcal{F}}} U_{\mathcal{F}} \to 1$$

is exact.

Proof. Since $\pi^{\tau - 1}$ belongs to $U_{\mathcal{L}}$, we deduce that $(\pi^{\tau - 1})^{\sigma - 1} \in U(\mathcal{L}/\mathcal{F})$ and

$$\pi^{\sigma \tau - 1} \equiv \pi^{\tau - 1} \pi^{\sigma - 1} \mod U(\mathcal{L}/\mathcal{F}).$$

Thus, the map $\ell$ is a homomorphism. It does not depend on the choice of $\pi$, since $(\pi \varepsilon)^{\sigma - 1} \equiv \pi^{\sigma - 1} \mod U(\mathcal{L}/\mathcal{F})$.

Surjectivity of the norm map has already been proved.

Suppose first that $\text{Gal}(\mathcal{L}/\mathcal{F})$ is cyclic with generator $\sigma$. Proposition (4.1) Ch. III shows that the kernel of $N_{\mathcal{L}/\mathcal{F}}$ coincides with $\mathcal{L}^{*\sigma - 1}$. Since $\ell$ is a homomorphism, we have $\pi^{\sigma - 1} \equiv (\pi^{\sigma - 1})^{m} \mod U(\mathcal{L}/\mathcal{F})$. So we deduce that $\mathcal{L}^{*\sigma - 1}$ is equal to the product of $U(\mathcal{L}/\mathcal{F})$ and the image of $\ell$. This shows the exactness in the middle term.

Note that $u^{\sigma - 1} = (u^{1 + \sigma + \cdots + \sigma^{m - 1}})^{-1}$, so $U(\mathcal{L}/\mathcal{F}) = U_{\mathcal{L}}^{\sigma - 1}$. If $\pi^{\sigma - 1} \in U(\mathcal{L}/\mathcal{F})$, then $(\pi^{\sigma - 1})^{m} = u^{\sigma - 1}$ for some $u \in U_{\mathcal{L}}$. Hence $\pi^{m} u^{-1}$ belongs to $\mathcal{F}$ and therefore $[L : F]$ divides $m$ and $\sigma^{m} = 1$. This shows the injectivity of $\ell$.

Now in the general case we use the solvability of $\text{Gal}(\mathcal{L}/\mathcal{F})$ and argue by induction. Let $M/\mathcal{F}$ be a Galois cyclic subextension of $\mathcal{L}/\mathcal{F}$ such that $\mathcal{L} \neq M \neq \mathcal{F}$. Put $\pi_{M} = N_{\mathcal{L}/M}\pi$. Since $N_{\mathcal{L}/M}: U_{\mathcal{L}} \to U_{M}$ is surjective, we deduce that $N_{\mathcal{L}/M}(U(\mathcal{L}/\mathcal{F})) = U(\mathcal{M}/\mathcal{F})$.

Let $N_{\mathcal{L}/\mathcal{F}} u = 1$ for $u \in U_{\mathcal{L}}$. Then by the induction hypothesis there is $\tau \in \text{Gal}(\mathcal{L}/\mathcal{F})$ such that $N_{\mathcal{L}/\mathcal{M}} u = \pi_{M}^{\tau - 1} \eta$ with $\eta \in U(\mathcal{M}/\mathcal{F})$. Write $\eta = N_{\mathcal{L}/\mathcal{M}} \xi$ with $\xi \in U(\mathcal{L}/\mathcal{F})$. Then $u^{-1} \pi^{\tau - 1} \xi$ belongs to the kernel of $N_{\mathcal{L}/\mathcal{M}}$ and therefore by the induction hypothesis can be written as $\pi^{\sigma - 1} \rho$ with $\sigma \in \text{Gal}(\mathcal{L}/\mathcal{M})$, $\rho \in U(\mathcal{L}/\mathcal{M})$. Altogether, $u \equiv \pi^{\sigma - 1} \mod U(\mathcal{L}/\mathcal{F})$ which shows the exactness in the middle term.

To show the injectivity of $\ell$ assume that $\pi^{\sigma - 1} \in U(\mathcal{L}/\mathcal{F})$. Then $\pi_{M}^{\sigma - 1} \in U(\mathcal{M}/\mathcal{F})$ and by the previous considerations of the cyclic case $\sigma$ acts trivially on $\mathcal{M}$. So $\sigma$ belongs to Gal($\mathcal{L}/\mathcal{M}$). Now the maximal abelian extension of $\mathcal{F}$ in $\mathcal{L}$ is the compositum of all cyclic extensions $\mathcal{M}$ of $\mathcal{F}$ in $\mathcal{L}$. Since $\sigma$ acts trivially on each $\mathcal{M}$, we conclude that $\ell$ is injective. \qed
Remark. If the extension $L/F$ is totally ramified of degree a power of $p$ and the residue field of $F$ is not algebraically closed but just a perfect field without nontrivial separable $p$-extensions, then the Proposition still holds.

(1.8). For every $n$ every element $\alpha \in \mathcal{F}$ can be uniquely expanded as

$$\alpha = \sum_{a \leq i \leq n-1} \theta_i \pi^i \mod \pi^n,$$

where $\pi$ is a prime element in $F$. If $\mathcal{F}$ is complete, then the same holds with $n = \infty$.

Suppose from now on that $\mathcal{F}$ is the maximal unramified extension $F^\text{ur}$, or its completion, of a local field $F$ with perfect residue field, such that the Galois group $\text{Gal}(F^\text{ur}/F)$ is isomorphic to $\hat{\mathbb{Z}}$. Fix a generator $\phi$ of $\text{Gal}(F^\text{ur}/F)$.

For example, if the residue field of $F$ is $F_{\text{sep}}(q)$, then $F$ is just a local number field. In the situation of the previous paragraph we can take the Frobenius automorphism $\phi_F$ as the generator $\phi$.

Since $\phi: F^\text{ur} \rightarrow F^\text{ur}$ is continuous, it has exactly one extension $\phi: \mathcal{F} \rightarrow \mathcal{F}$.

If the residue field of $\mathcal{F}$ is $\mathbb{F}_q^{\text{sep}}$ then the continuous extension $\phi$ of the Frobenius automorphism $\varphi_F$ acts as $\sum_{i \geq a} \theta_i \pi^i \mapsto \sum_{i \geq a} \theta_i^{q} \pi^i$, since Remark in (1.2) shows that $\phi(\theta_i) = \phi_F(\theta_i) = \theta_i^{q}$ for $\theta_i \in R$.

We shall study the action of $\phi^{-1}$ on the multiplicative group.

Denote by $T_\mathcal{F}$ the group of roots of unity in $\mathcal{F}$ of order not divisible by the characteristic of the residue field of $\mathcal{F}$. If the residue field of $\mathcal{F}$ is $\mathbb{F}_q^{\text{sep}}$ then $T_\mathcal{F} = R \setminus \{0\}$.

Proposition.

(1) The kernel of the homomorphism

$$\mathcal{F}^* \rightarrow \mathcal{F}^*, \quad \alpha \mapsto \alpha^{\phi^{-1}}$$

is equal to $F$ and the image is contained in $U_\mathcal{F}$.

(2) $U_{0,\mathcal{F}}^{\phi^{-1}} \supset T_\mathcal{F}$.

(3) For every $n, m \geq 1$ the sequence

$$1 \rightarrow U_{n+m,\mathcal{F}}^{\phi^{-1}} \rightarrow U_{n,\mathcal{F}}^{\phi^{-1}} \rightarrow U_{n+m,\mathcal{F}}^{\phi^{-1}} \rightarrow 1$$

is exact.

(4) If $\mathcal{F}$ is complete, then $U_{n,\mathcal{F}}^{\phi^{-1}} = U_{n,\mathcal{F}}$ for every $n \geq 1$.

(5) If $\mathcal{F}$ is complete, then $\mathcal{F}^{\phi^{-1}}$ contains $T_\mathcal{F} U_{1,\mathcal{F}}$.

(6) If the residue field of $\mathcal{F}$ is $\mathbb{F}_q^{\text{sep}}$ then the sequence

$$1 \rightarrow U_{\mathcal{F}}^{\phi^{-1}} \rightarrow U_{\mathcal{F}}^{\phi^{-1}} \rightarrow U_{\mathcal{F}}^{\phi^{-1}} \rightarrow 1$$

is exact, and $\mathcal{F}^{\phi^{-1}} = U_{\mathcal{F}}$. 
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Proof. If $F = F_{ur}$ then every element of it belongs to a finite extension of $F$, and the kernel of $\varphi^{-1}$ is $F$. If $F$ is complete then for $\alpha = \sum_{i \geq 0} \theta_i \pi^i \in F$ with $\theta_i \in R$ the condition $\varphi(\alpha) = \alpha$ implies that $\varphi(\theta_i) = \theta_i$ for $i > a$. Hence, $\theta_i$ belongs to the residue field of $F$ and $\alpha \in F$. Similarly one shows the exactness of the sequence in the central term $U_{n, F}/U_{n+m,F}$.

Since every prime element $\pi$ of $F$ belongs to the kernel of $\varphi^{-1}$, we deduce that the image of the homomorphism is contained in $U_F$.

Let $\varepsilon \in T_1U_{1,F}$. We shall show the existence of a sequence $\beta_n \in U_F$ such that $\varepsilon \equiv \beta_n \pi^{-1} \mod U_{n+1,F}$ and $\beta_{n+1} \pi^{-1} \in U_{n+1,F}$.

Let $\varepsilon = \theta \varepsilon_0$ with $\theta \in T_F$, $\varepsilon_0 \in U_{1,F}$. The element $\theta$ is an $l$th root of unity and belongs to some finite extension $K'$ of $F$. Let $K'$ be the extension of degree $l$ over $K$. Then $N_{K'/K} \theta = 1$, and Proposition (4.1) Ch. III shows that $\theta = \eta^{\varepsilon^{-1}}$ for some element $\eta \in K'$ and automorphism $\sigma$ of $F_{ur}$ over $K$. Then $\sigma = \phi^m$ for a positive integer $m$ and we conclude that $\theta = \rho^{\varepsilon^{-1}}$ where $\rho = \prod_{i=0}^{m-1} \phi'(\eta)$. Put $\beta_0 = \rho$.

Now assume that the elements $\beta_0, \beta_1, \ldots, \beta_n \in U_F$ have already been constructed. Define the element $\beta_{n+1} \in R$ from the congruence

$$\varepsilon^{-1} \phi^m \equiv 1 + \theta_{n+1} \pi^{n+1} \mod \pi^{n+2}.$$

We claim that there is an element $\eta_{n+1} \in R$ such that

$$\phi(\eta_{n+1}) - \eta_{n+1} + \theta_{n+1} \equiv 0 \mod \pi.$$

Indeed, consider the element $\theta_{n+1} \beta_n$ as an element of some finite extension $K'$ over $F$. Let $K'$ be the extension of degree $p$ over $K$. Now $\text{Tr}_{K'/K} \theta_{n+1} \pi^{n+1} = 0$. Since $K'/K$ is separable, one can find an element $\xi$ in $K'$ with $\text{Tr}_{K'/K} \xi = 1$. Then, setting $\delta = -\theta_{n+1} \sum_{i=0}^{n-1} i \sigma^i(\xi)$, where $\sigma$ is a generator of $\text{Gal}(K'/K)$, we conclude that $\sigma(\delta) - \delta = \beta_{n+1}$. If $\sigma = \phi^m$ with positive integer $m$ then put $\xi = \sum_{i=0}^{m-1} \sigma^i(\delta)$. Then $\phi(\xi) = \xi' = \theta_{n+1}$. So the required element $\eta_{n+1}$ can be taken as any element of $R$ whose residue is equal to $\xi$.

Now put $\beta_{n+1} = \beta_n (1 + \eta_{n+1} \pi^{n+1})$. Then $\varepsilon^{-1} \phi^m \in U_{n+2,F}$ and $\beta_{n+1} \pi^{-1} \in U_{n+1,F}$.

If $F$ is complete, then there exists $\beta = \lim \beta_n \in U_F$, and $\beta \phi^{-1} = \varepsilon$. When $\varepsilon \in U_{n,F}$ the element $\beta$ can be chosen in $U_{n,F}$ as well.

Remarks.

1. If the residue field of $F$ is $F_{q^{sp}}$, then the existence of $\beta_0$ and $\eta_{n+1}$ also follows from Remark in (1.2), because the polynomials $X^{q-1} - \delta, X^q - X + \delta_{n+1}$ are completely split in $F_{q^{sp}}$.

2. If $F$ is the maximal abelian unramified $p$-extension of a local field $F$ with perfect residue field such that the Galois group $\text{Gal}(F/F)$ is isomorphic to $\mathbb{Z}_p$ and $\phi$ is its
generator, then assertions (1), (3), (4) of the Proposition still hold. This follows from the proof of the Proposition in which for principal units we used unramified extensions of degree $p$.

(1.9). Let $L/F$ be a finite Galois totally ramified extension. By (4.1) Ch. II the extension $L^{ur}/F^{ur}$ is Galois with the group isomorphic to that of $L/F$. We may assume that the completion of $F^{ur}$ is a subfield of the completion of $L^{ur}$.

The extension $L/F$ is totally ramified of the same degree as $L/F$. Using for example (2.6)–(2.7) Ch. II we deduce that the extension $L/F$ is Galois with the group isomorphic to that of $L/F$.

**Proposition.** Let $\gamma \in \mathcal{L}^*$ be such that $\gamma^{r-1} \in U(\mathcal{L}/F)$. Then $N_{\mathcal{L}/F} \gamma$ belongs to the group $N_{L/F} L^*$.

**Proof.** We have $\gamma^{r-1} = \prod \varepsilon_j^{\tau_j - 1}$ for some $\varepsilon_j \in U_{1, \mathcal{L}}$ and $\tau_j \in \text{Gal}(\mathcal{L}/F)$. By Proposition (1.8) (applied to $\mathcal{L}$) for every positive integer $r$ we have $\varepsilon_j = \eta_j^{\varepsilon_j - 1} \mod U_{r, \mathcal{L}}$ for some $\eta_j \in U_{\mathcal{L}}$. So the element $(\gamma^{r-1} \prod \eta_j^{\tau_j - 1})^{\varphi - 1}$ belongs to $U_{r, \mathcal{L}}$.

By the same Proposition (applied to $\mathcal{L}$) $\gamma^{r-1} \prod \eta_j^{\tau_j - 1} = a \delta$ with $a \in L^*$ and $\delta \in U_{r, \mathcal{L}}$. Then $N_{\mathcal{L}/F} \gamma = N_{L/F} a N_{L/F} \delta$. From the description of the norm map in section 3 Ch. III we know that as soon as $r$ tends to infinity, the element $N_{\mathcal{L}/F} \delta$ of $U_F$ tends to 1 and therefore belongs to the norm group $N_{L/F} L^*$ for sufficiently large $r$. Thus, $N_{\mathcal{L}/F} \gamma$ belongs to $N_{L/F} L^*$.

**Remarks.**

1. Due to Remark 2 in (1.8) if the residue field of $\mathcal{F}$ is the maximal abelian unramified $p$-extension of a local field $F$ with perfect residue field such that the Galois group $\text{Gal}(F^{ur}/F)$ is isomorphic to $\mathbb{Z}_p$ and $\varphi$ is its generator, then the Proposition still holds.

2. Since $N_{\mathcal{L}/F} \gamma = N_{L/F} b$ for some $b \in L^*$, we deduce that $\gamma = b \lambda$ for some $\lambda \in \ker N_{\mathcal{L}/F}$. From Proposition (1.7) $\lambda = \pi^{\sigma - 1} u$ with $u \in U(\mathcal{L}/F)$ and so $\gamma^{r-1} \in U(\mathcal{L}/F)^{\varphi - 1}$. Thus, $L^{*^{r-1}} \cap U(\mathcal{L}/F) = U(\mathcal{L}/F)^{\varphi - 1}$. It will be this property and its extension that we use in section 4 Ch. V for $p$-class field theory of local fields with perfect residue field.

**Exercises.**

1. Show that a discrete valuation field $F$ is locally compact if and only if it is complete and its residue field is finite.

2. Let $F$ be a finite extension of $\mathbb{Q}_p$. Show, using Exercise 5b) section 2 Ch. II, that there exists a finite extension $E$ over $\mathbb{Q}$ such that $F = E \mathbb{Q}_p$, $|F : \mathbb{Q}_p| = |E : \mathbb{Q}|$, and $E$ is dense in $F$. This means that local number fields are completions of algebraic number fields (finite extensions of $\mathbb{Q}$).

3. a) Compute the index of $F^{*n}$ in $F^*$. 
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b) Show that if $F \subset L$, $F \neq L$, then the index of $F^*$ in $L^*$ is infinite.

4. a) Show that $\mathbb{Q}_p^{(1)} = \mathbb{Q}_p(\sqrt[p]{-p})$.
b) Find a local number field $F$ for $n \geq 0$ such that $\mu_p^n \subset F, \mu_p^{n+1} \not\subset F$, and the extension $F(\mu_p^{n+1})/F$ is unramified.

5. Let $F$ be a local number field, and let $L/F$ be a Galois totally ramified extension of degree $n$. Let $M$ be the unramified extension of $F$ of degree $n$. Show using (1.5) that $F^* \subset N_{LM/M}(LM)^*$. Let $E$ be a local number field, and let $L/F$ be a Galois totally ramified extension of $F$.

6. Prove the local Kronecker–Weber Theorem: every finite abelian extension $L$ of $\mathbb{Q}_p$ is contained in a field $\mathbb{Q}_p(\zeta_n)$ for a suitable primitive $n$th root of unity, following the steps below. Denote by $\mathbb{Q}_p^{\text{cyc}}$ the extension generated by roots of unity over $\mathbb{Q}_p$. For a prime $l$ let $E_l$ be the maximal $l$-subextension in $\mathbb{Q}_p^{\text{cyc}}/\mathbb{Q}_p$, i.e., the compositum of all finite extensions of degree a power of $l$ of $\mathbb{Q}_p$ in $\mathbb{Q}_p^{\text{cyc}}$.

a) Show that $E_p$ is the compositum of linearly disjoint over $\mathbb{Q}_p$ extensions $K_p$ and $M_p$ where $K_p/\mathbb{Q}_p$ is totally ramified with Galois group isomorphic to $\mathbb{Z}_p$ (if $p > 2$) or $\mathbb{Z}_2 \times \mathbb{Z}/2\mathbb{Z}$ (if $p = 2$) and $M_p/\mathbb{Q}_p$ is unramified with Galois group isomorphic to $\mathbb{Z}_p$.

b) Show that every abelian totally ramified extension $L$ of $\mathbb{Q}_p$ is contained in $\mathbb{Q}_p(\sqrt[p]{a})$ where $a$ is a $(p-1)$st root of unity. Deduce that $L \subset \mathbb{Q}_p^{\text{cyc}}$.

c) Show that every abelian totally ramified extension of $\mathbb{Q}_p$ of degree $p$ if $p > 2$ and degree 4 if $p = 2$ is contained in $\mathbb{Q}_p^{\text{cyc}}$.

d) Denote by $\mathbb{Q}_p^{\text{pab}}$ the maximal abelian $p$-extension of $\mathbb{Q}_p$. Let $\sigma \in \text{Gal}(\mathbb{Q}_p^{\text{pab}}/\mathbb{Q}_p)$ be a lifting of a generator of $\text{Gal}(E_p/M_p)$ if $p > 2$ and of $\text{Gal}(E_p/M_p(\sqrt{-1}))$ if $p = 2$. Let $\phi \in \text{Gal}(\mathbb{Q}_p^{\text{pab}}/\mathbb{Q}_p)$ be a lifting of a generator of $\text{Gal}(E_p/K_p)$. Let $R$ be the fixed field of $\sigma$ and $\phi$ in $\mathbb{Q}_p^{\text{pab}}$. Deduce from c) that $R = \mathbb{Q}_p$ if $p > 2$ and $R = \mathbb{Q}_p(\sqrt{-1})$ if $p = 2$ and therefore $\mathbb{Q}_p^{\text{pab}} \subset \mathbb{Q}_p^{\text{cyc}}$.

For another elementary proof see for example [Ro].

7. Let $\mu_{p^n} \subset F$, where $F$ is a local number field. An element $\omega$ of $F$ is said to be $p^n$-primary if the extension $F(\sqrt[p^n]{\omega})/F$ is unramified of degree $p^n$.

a) Show, using Kummer theory ([La1, Ch. VI]), that the set of $p^n$-primary elements forms in $F^*/F^*p^n$ a cyclic group of order $p^n$.

b) Show that if $\omega$ is $p^n$-primary, then it is $p^m$-primary for $m \leq n$.

c) Show that a $p$-primary element $\omega$ can be written as $\omega = \omega_1^p \omega_2^p \cdots \omega_n^p$, where $\epsilon \in U_{1,F}$ and $\omega_1$ is as in (1.4).

8. Let $L$ be a finite Galois extension of a local number field $F$. Show that if $L/F$ is totally ramified, then the ring of integers $\mathcal{O}_L$ is a free $\mathcal{O}_F[G]$-module of rank 1, where $G = \text{Gal}(L/F)$. The converse assertion was proved by E. Noether.

9. (c) Let $F$ be a local number field, $n = [F : \mathbb{Q}_p]$. Let $L/F$ be a finite Galois extension, $G = \text{Gal}(L/F)$. A field $L$ is said to possess a normal basis over $F$, if the group $U_{1,L}$ of principal units decomposes, as a multiplicative $\mathbb{Z}_p[G]$-module, into the direct product of a finite group and a free $\mathbb{Z}_p[G]$-module of rank $n$.

a) (M. Krasner) Show that if $G$ is of order relatively prime to $p$, then $L$ possesses a normal basis over $F$. The converse was proved by E. Noether.
b) (M. Krasner, D. Gilbarg) Let $\mu_p \cap F^* = \{1\}$. Show that $L$ possesses a normal basis over $F$ if and only if $L/F$ is tamely ramified.

For further information on the group of principal units as a $\mathbb{Z}_p[G]$-module see [Bor1–2], [BSk].

10. (C. Chevalley, K. Yamamoto) Let $F$ be a local number field.

a) Let $L/F$ be a totally ramified cyclic extension of prime degree. Let $\sigma: L \to L$ be a field automorphism. Show that $\epsilon_{\sigma^{-1}} \in N_{L/F}U_1,L$ for $\epsilon \in U_1,F$.

b) Let $L/F$ be a cyclic extension, and let $\sigma$ be a generator of $\text{Gal}(L/F)$. Let $M/F$ be a subextension in $L/F$. Show that $\alpha_{\sigma}^{-1} \in N_{L/M}L^*$ for $\alpha \in M^*$ and $M^* \subset F^*N_{L/M}L^*$.

c) From now on let $L/F$ be a cyclic extension of degree $n$. Prove that the quotient group $F^*/N_{L/F}L^*$ is of order $\geq n$.

d) Show that the group $F^*/N_{L/F}L^*$ is of order $\leq n$, and deduce that $F^*/N_{L/F}L^*$ is of order $|L:F|$.

11. Let $\mathcal{F}$ be the maximal unramified extension of $F$. Show that $U_1,F \neq U_{\mathcal{F}}^\varphi$.

12. Let $F$ be a local field with finite residue field. Prove that there is a nontrivial character $\psi: F \to \mathbb{C}^*$ and that every character of $F$ is of the form $x \mapsto \psi(\alpha x)$ for a uniquely defined $\alpha \in F$. This means that the additive group of $F$ is selfdual. It is one of the first observations which lead to the theory of J. Tate and K. Iwasawa on harmonic analysis interpretation of zeta function, see [T1], [W].

13. Check which assertions of this section hold for a Henselian discrete valuation field with finite residue field.

2. The Neukirch Map

In this section $F$ is a local field with finite residue field. Following J. Neukirch [N3–4] we introduce and study for a finite Galois extension $L/F$ a map

$$\widetilde{\Upsilon}_{L/F}: \text{Frob}(L/F) \to F^*/N_{L/F}L^*$$

where the set $\text{Frob}(L/F)$ consists of the Frobenius automorphisms $\varphi_{\Sigma}$ where $\Sigma$ runs through all finite extensions $\Sigma$ of $F$ in $L^{ur}$ with $\text{Gal}(L^{ur}/\Sigma) \simeq \hat{\mathbb{Z}}$.

(2.1). Let $L$ be a finite Galois extension of $F$. According to Proposition (3.4) Ch. II $L^{ur} = LF^{ur}$.

DEFINITION. Put

$$\text{Frob}(L/F) = \{\tilde{\sigma} \in \text{Gal}(L^{ur}/F) : \tilde{\sigma}|_{F^{ur}} \text{ is a positive integer power of } \varphi_F \}$$

(recall that $\text{Gal}(F^{ur}/F)$ consists of $\hat{\mathbb{Z}}$-powers of $\varphi_F$).

PROPOSITION. The set $\text{Frob}(L/F)$ is closed with respect to multiplication; it is not closed with respect to inversion and $1 \notin \text{Frob}(L/F)$. 
The fixed field $\Sigma$ of $\tilde{\sigma} \in \text{Frob}(L/F)$ is of finite degree over $F$, $\Sigma^{ur} = L^{ur}$, and $\tilde{\sigma}$ is the Frobenius automorphism of $\Sigma$.

Thus, the set $\text{Frob}(L/F)$ consists of the Frobenius automorphisms $\varphi_{\Sigma}$ of finite extensions $\Sigma$ of $F$ in $L^{ur}$ with $\text{Gal}(L^{ur}/\Sigma) \simeq \hat{\mathbb{Z}}$.

The map $\text{Frob}(L/F) \to \text{Gal}(L/F), \ \tilde{\sigma} \mapsto \tilde{\sigma}|_L$ is surjective.

**Proof.** The first assertion is obvious.

Since $F \subset \Sigma \subset L^{ur}$ we deduce that $F^{ur} \subset \Sigma^{ur} \subset L^{ur}$. The Galois group of $L^{ur}/\Sigma$ is topologically generated by $\tilde{\sigma}$ and isomorphic to $\hat{\mathbb{Z}}$, therefore it does not have nontrivial closed subgroups of finite order. So the group $\text{Gal}(L^{ur}/\Sigma^{ur})$ being a subgroup of the finite group $\text{Gal}(L^{ur}/F^{ur})$ should be trivial. So $L^{ur} = \Sigma^{ur}$.

Put $\Sigma_0 = \Sigma \cap F^{ur}$. This field is the fixed field of $\tilde{\sigma}|_{F^{ur}} = \varphi_{F}^{n}$, therefore $|\Sigma_0 : F| = m$ is finite. From Corollary (3.4) Ch. II we deduce that

$$|\Sigma : \Sigma_0| = |\Sigma^{ur} : F^{ur}| = |L^{ur} : F^{ur}| = |L : L_0|$$

is finite. Thus, $\Sigma/F$ is a finite extension.

Now $\tilde{\sigma}$ is a power of $\varphi_{\Sigma}$ and $\varphi_{\Sigma}|_{F^{ur}} = \varphi_{F}^{m}(\Sigma^{ur})|_{F^{ur}} = \varphi_{F}^{|\Sigma^{ur}/F^{ur}|} = \tilde{\sigma}|_{F^{ur}}$. Therefore, $\tilde{\sigma} = \varphi_{\Sigma}$. Certainly, the Frobenius automorphism $\varphi_{\Sigma}$ of a finite extension $\Sigma$ of $F$ in $L^{ur}$ with $\text{Gal}(L^{ur}/\Sigma) \simeq \hat{\mathbb{Z}}$ belongs to $\text{Frob}(L/F)$.

Denote by $\tilde{\varphi}$ an extension in $\text{Gal}(L^{ur}/F)$ of $\varphi_{F}$. Let $\sigma \in \text{Gal}(L/F)$, then $\sigma|_{L_0}$ is equal to $\varphi_{F}^{n}$ for some positive integer $n$. Hence $\sigma^{-1}(\tilde{\varphi})_{L_0}$ acts trivially on $L_0$, and so $\sigma = \sigma^{-1}(\tilde{\varphi})_{L_0}$ belongs to $\text{Gal}(L/L_0)$. Let $\tilde{\tau} \in \text{Gal}(L^{ur}/F^{ur})$ be such that $\tilde{\tau}|_L = \tau$ (see Proposition (4.1) Ch. II). Then for $\tilde{\sigma} = \tilde{\tau}(\varphi_{F}^{n})$ we deduce that $\tilde{\tau}|_{F^{ur}} = \varphi_{F}^{n}$ and $\tilde{\sigma}|_L = \tau(\varphi_{F}^{n})|_L = \sigma$. Then the element $\tilde{\sigma} \in \text{Frob}(L/F)$ is mapped to $\sigma \in \text{Gal}(L/F)$. \hfill $\square$

(2.2). **Definition.** Let $L/F$ be a finite Galois extension. Define

$$\tilde{\Sigma}_{L/F}: \text{Frob}(L/F) \to F^*/N_{L/F}L^*, \ \tilde{\sigma} \mapsto N_{\Sigma/F}\pi_{\Sigma} \mod N_{L/F}L^*,$$

where $\Sigma$ is the fixed field of $\tilde{\sigma} \in \text{Frob}(L/F)$ and $\pi_{\Sigma}$ is any prime element of $\Sigma$.

**Lemma.** The map $\tilde{\Sigma}_{L/F}$ is well defined. If $\tilde{\sigma}|_L = \text{id}_L$ then $\tilde{\Sigma}_{L/F}(\tilde{\sigma}) = 1$.

**Proof.** Let $\pi_1, \pi_2$ be prime elements in $\Sigma$. Then $\pi_1 = \pi_2 \varepsilon$ for a unit $\varepsilon \in U_\Sigma$. Let $E$ be the compositum of $\Sigma$ and $L$. Since $\Sigma \subset E \subset \Sigma^{ur}$, the extension $E/\Sigma$ is unramified. From (1.5) we know that $\varepsilon = N_{E/\Sigma}\eta$ for some $\eta \in U_E$. Hence

$$N_{\Sigma/F}\pi_1 = N_{\Sigma/F}(\pi_2\varepsilon) = N_{\Sigma/F}\pi_2 \cdot N_{\Sigma/F}(N_{E/\Sigma}\eta) = N_{\Sigma/F}\pi_2 \cdot N_{L/F}(N_{E/L}\eta).$$

We obtain that $N_{\Sigma/F}\pi_1 \equiv N_{\Sigma/F}\pi_2 \mod N_{L/F}L^*$.

If $\tilde{\sigma}|_L = \text{id}_L$ then $L \subset \Sigma$ and therefore $N_{\Sigma/F}\pi_{\Sigma} \in N_{L/F}L^*$. \hfill $\square$
2. The Neukirch Map

(2.3). The definition of the Neukirch map is very natural from the point of view of the well known principle that a prime element in an unramified extension should correspond to the Frobenius automorphism (see Theorem (2.4) below) and the functorial property of the reciprocity map (see (2.5) and (3.4)) which forces the reciprocity map $\Upsilon_{L/F}$ to be defined as it is.

Already at this stage and even without using results of subsections (1.6)–(1.9) one can prove (see Exercises 1 and 2) that the map $\tilde{\Upsilon}_{L/F}$, $\text{Frob}(L/F) \rightarrow F^*/N_{L/F}L^*$ induces the Neukirch homomorphism $\Upsilon_{L/F}$: $\text{Gal}(L/F) \rightarrow F^*/N_{L/F}L^*$.

In other words, $\tilde{\Upsilon}_{L/F}(\tilde{\sigma})$ does not depend on the choice of $\tilde{\sigma} \in \text{Frob}(L/F) \text{ which extends } \sigma \in \text{Gal}(L/F)$, and moreover, $\tilde{\Upsilon}_{L/F}(\tilde{\sigma}_1)\tilde{\Upsilon}_{L/F}(\tilde{\sigma}_2) = \tilde{\Upsilon}_{L/F}(\tilde{\sigma}_1\tilde{\sigma}_2)$. This is how the theory proceeds in the first edition of this book and how it goes in Neukirch’s [N4–5] (where it is also extended to global fields). However, that proof does not seem to induce a lucid understanding of what is going on.

We will choose a different route, which is a little longer but more clarifying in the case of local or Henselian fields.

The plan is the following: first we easily show the existence of $\Upsilon_{L/F}$ for unramified extensions and even prove that it is an isomorphism. Then we deduce some functorial properties of $\tilde{\Upsilon}_{L/F}$. To treat the case of totally ramified extensions in the next section, we introduce, using results of (1.6)–(1.7), the Hazewinkel homomorphism $\Psi_{L/F}$ which acts in the opposite direction to $\Upsilon_{L/F}$. Calculating composites of the latter with $\Psi_{L/F}$ we shall deduce the existence of $\Upsilon_{L/F}$ which is expressed by the commutative diagram

$$
\begin{array}{c}
\text{Frob}(L/F) \\
\downarrow
\end{array} \begin{array}{c}
\tilde{\Upsilon}_{L/F} \\
\downarrow \text{id}
\end{array} \begin{array}{c}
F^*/N_{L/F}L^*
\end{array}$$

$$
\begin{array}{c}
\text{Gal}(L/F) \\
\downarrow
\end{array} \begin{array}{c}
\Upsilon_{L/F} \\
\downarrow \text{id}
\end{array} \begin{array}{c}
F^*/N_{L/F}L^*
\end{array}.
$$

Then using $\Psi_{L/F}$ we prove that $\Upsilon_{L/F}$ is a homomorphism and that its abelian part $\Upsilon^\text{ab}_{L/F}$, $\text{Gal}(L/F)^\text{ab} \rightarrow F^*/N_{L/F}L^*$ is an isomorphism.

Then we treat the general case of abelian extensions and then Galois extensions reducing it to the two cases described above and using functorial properties of $\tilde{\Upsilon}_{L/F}$. This route not only establishes the existence of $\Upsilon_{L/F}$, but also implies its isomorphism properties.

It is exactly this route (its totally ramified part) which can be used for construction of $p$-class field theory of local fields with arbitrary perfect residue field of positive characteristic and other generalizations in section 4 Ch. V.
(2.4) Theorem. Let $L$ be an unramified extension of $F$ of finite degree. Then $	ilde{\Upsilon}_{L/F}(\tilde{\sigma})$ does not depend on the choice of $\tilde{\sigma}$ for $\sigma \in \text{Gal}(L/F)$. It induces an isomorphism $	ilde{\Upsilon}_{L/F}: \text{Gal}(L/F) \to F^*/N_{L/F}L^*$ and

$$\tilde{\Upsilon}_{L/F}(\varphi_{F}|_{L}) \equiv \pi_{F} \mod N_{L/F}L^*$$

for a prime element $\pi_{F}$ in $F$.

Proof. Since $L/F$ is unramified, $\sigma$ is equal to $\varphi_{F}^{n}$ for some $n \geq 1$. Let $m = |L : F|$. Then $\tilde{\sigma}$ must be in the form $\varphi_{F}^{d}$ with $d = n + lm > 0$ for some integer $l$. The fixed field $\Sigma$ of $\tilde{\sigma}$ is the unramified extension of $F$ of degree $d$. We can take $\pi_{F}$ as a prime element of $\Sigma$. Then

$$\tilde{\Upsilon}_{L/F}(\tilde{\sigma}) = \pi_{\Sigma/F} \pi_{F} = \pi_{F}^{d} \equiv \pi_{F}^{n} \mod N_{L/F}L^*,$$

since $\pi_{F}^{m} = N_{L/F} \pi_{F}$. Thus, $\tilde{\Upsilon}_{L/F}(\tilde{\sigma})$ does not depend on the choice of $\tilde{\sigma}$.

It is now clear that $\tilde{\Upsilon}_{L/F}$ is a homomorphism and it sends $\varphi_{F}$ to $\pi_{F} \mod N_{L/F}L^*$. Results of (1.5) show that $\pi_{F} \mod N_{L/F}L^*$ generates the group $F^*/N_{L/F}L^*$ which is cyclic of order $|L : F|$. Hence, $\tilde{\Upsilon}_{L/F}$ is an isomorphism.

(2.5). Now we describe several functorial properties of $\tilde{\Upsilon}_{L/F}$.

Lemma. Let $M/F$ be a finite separable extension and let $L/M$ be a finite Galois extension, $\sigma \in \text{Gal}(F^{\text{sep}}/F)$. Then the diagram of maps

$$\begin{array}{ccc}
\text{Frob}(L/M) & \tilde{\Upsilon}_{L/M} & M^*/N_{L/M}L^* \\
\downarrow \sigma^* & \downarrow \sigma & \\
\text{Frob}(\sigma L/\sigma M) & \tilde{\Upsilon}_{\sigma L/\sigma M} & (\sigma M)^*/N_{\sigma L/\sigma M}(\sigma L)^*
\end{array}$$

is commutative; here $\sigma^* = \sigma \tilde{\tau} \sigma^{-1}|_{\sigma L} = \sigma \tilde{\tau} \sigma^{-1}$ for $\tilde{\tau} \in \text{Frob}(L/M)$.

Proof. If $\Sigma$ is the fixed field of $\tilde{\tau}$, then $\sigma \Sigma$ is the fixed field of $\sigma \tilde{\tau} \sigma^{-1}$. For a prime element $\pi$ in $\Sigma$, the element $\sigma \pi$ is prime in $\sigma \Sigma$ by Corollary 3 of (2.9) Ch. II. Since $N_{\sigma \Sigma/\sigma M}(\sigma \pi) = \sigma N_{\Sigma/M}(\pi)$, the proof is completed.

Proposition. Let $M/F$ and $E/L$ be finite separable extensions, and let $L/F$ and $E/M$ be finite Galois extensions. Then the diagram of maps

$$\begin{array}{ccc}
\text{Frob}(E/M) & \tilde{\Upsilon}_{E/M} & M^*/N_{E/M}E^* \\
\downarrow & \downarrow N_{E/M}^* & \\
\text{Frob}(L/F) & \tilde{\Upsilon}_{L/F} & F^*/N_{L/F}L^*
\end{array}$$
is commutative. Here the left vertical homomorphism is the restriction $\tilde{\sigma}|_{L^w}$ of $\tilde{\sigma} \in \text{Frob}(E/M)$ and the right vertical homomorphism is induced by the norm map $N_{M/F}$.

The left vertical map is surjective if $M = F$.

**Proof.** Indeed, if $\tilde{\sigma} \in \text{Frob}(E/M)$ then for $\tilde{\tau} = \tilde{\sigma}|_{L^w} \in \text{Gal}(L^w/F)$ we deduce that $\tilde{\tau}|_{F^w} = \tilde{\sigma}|_{F^w}$ is a positive power of $\varphi_F$, i.e., $\tilde{\tau} \in \text{Frob}(L/F)$. Let $\Sigma$ be the fixed field of $\tilde{\sigma}$. Then $T = \Sigma \cap L^w$ is the fixed field of $\tilde{\tau}$. The extension $\Sigma/T$ is totally ramified, since $L^w = T^w$ and so $T = \Sigma \cap T^w$. Hence for a prime element $\pi_\Sigma$ in $\Sigma$ the element $\pi_T = \tilde{N}_{\Sigma/T} \pi_\Sigma$ is prime in $T$ and we get $N_{T^w/F} \pi_T = N_{\Sigma/F} \pi_\Sigma = N_{M/F} (N_{\Sigma/M} \pi_\Sigma)$.

If $M = F$, then the left vertical map is surjective, since every extension of $\tilde{\sigma} \in \text{Frob}(L/F)$ to $\text{Gal}(E^w/F)$ belongs to $\text{Frob}(E/F)$.

**Corollary.** Let $M/F$ be a Galois subextension in a finite Galois extension $L/F$. Then the diagram of maps

$$
\begin{array}{ccc}
\text{Frob}(L/M) & \longrightarrow & \text{Frob}(L/F) \\
\downarrow \tilde{\gamma}_{L/M} & & \downarrow \tilde{\gamma}_{L/F} \\
M^*/N_{L/M}L^* & \longrightarrow & F^*/N_{L/F}L^*
\end{array}
$$

is commutative; here the central homomorphism of the lower exact sequence is induced by the identity map of $F^*$.

**Proof.** An easy consequence of the preceding Proposition.

**Exercises.**

1. Let $\tilde{\sigma}_1, \tilde{\sigma}_2 \in \text{Frob}(L/F)$ and $\tilde{\sigma}_3 = \tilde{\sigma}_2 \tilde{\sigma}_1 \in \text{Frob}(L/F)$. Let $\Sigma_1, \Sigma_2, \Sigma_3$ be the fixed fields of $\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3$. Let $\pi_1, \pi_2, \pi_3$ be prime elements in $\Sigma_1, \Sigma_2, \Sigma_3$. Show that

$$
N_{\Sigma_3/F} \pi_3 \equiv N_{\Sigma_1/F} \pi_1 N_{\Sigma_2/F} \pi_2 \mod N_{L/F} L^*
$$

following the steps below (J. Neukirch [N3]).

a) Let $\tilde{\varphi} \in \text{Frob}(L/F)$ be an extension of the Frobenius automorphism $\varphi_F$. Let $\Sigma$ be the fixed field of $\tilde{\varphi}$. Let $L_1/F$ be the minimal Galois extension such that $\Sigma, \Sigma_1, \Sigma_2, \Sigma_3, L$ are contained in $L_1$ and $L_1 \subset L^w$. Then $L_1^w = L^w$ and the automorphisms $\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3$ can be considered as elements of $\text{Frob}(L_1/F)$. Show that it suffices to prove that $N_{\Sigma_3/F} \pi_3 \equiv N_{\Sigma_1/F} \pi_1 N_{\Sigma_2/F} \pi_2 \mod N_{L_1/F} L_1^*$. Therefore, we may assume without loss of generality that $L$ contains the fields $\Sigma, \Sigma_1, \Sigma_2, \Sigma_3$.

b) Let $\tilde{\sigma}_4|_{F^w} = \varphi^n_F$, then $n_3 = n_1 + n_2$. Put $\tilde{\sigma}_4 = \tilde{\varphi}^{n_2} \tilde{\sigma}_1 \tilde{\varphi}^{-n_2}$. Show that the fixed field $\Sigma_4$ of $\tilde{\sigma}_4$ coincides with $\tilde{\varphi}^{n_2} \Sigma_1$ and is contained in $L$. So it suffices to show that $N_{\Sigma_4/F} \pi_3 \equiv N_{\Sigma_2/F} \pi_2 N_{\Sigma_4/F} \pi_4 \mod N_{L/F} L^*$. 


c) Let $\tilde{\sigma}_i = \tau_i^{-1}\tilde{\varphi}^{n_i}$ for $\tau_i \in \text{Gal}(L^{ur}/F^{ur})$; then $\tau_3 = \tau_2 \tau_1$ and $\tau_i(\pi_i) = \tilde{\varphi}^{n_i}(\pi_i)$.

Put

$$\tilde{\pi}_i = \prod_{j=0}^{n_i-1} \tilde{\varphi}^j(\pi_i).$$

Show that

$$\varepsilon = \tilde{\pi}_3^{-1} \tilde{\pi}_2^{-1} \tilde{\pi}_4^{-1} \in U_L, \quad \tilde{\varphi}^{-1} = \varepsilon \tilde{\tau}_2^{-1} \tilde{\tau}_4^{-1}$$

where $\varepsilon_2 = \pi_3 \pi_2^{-1} \in U_L$, $\varepsilon_4 = \pi_4^{-1} \pi_3 \in U_L$.

d) Let $L_0 = L \cap F^{ur}$ and let $M_1/L_0$ be the unramified extension of degree $n = [L : F]$.

Put $M = M_1$. Using (1.5) show that there are elements $\eta, \eta_2, \eta_4 \in U_M$ such that

$$N_{M/L}(\eta) = \varepsilon, \quad N_{M/L}(\eta_2) = \varepsilon_2, \quad N_{M/L}(\eta_4) = \varepsilon_4.$$

Deduce that

$$\varepsilon \tilde{\varphi}^{-1} = N_{M/L}(\eta_2^{-1} \eta_4^{-1}).$$

e) Show that there is an element $\beta \in U_M$ such that

$$\eta \tilde{\varphi}^{-1} \eta_2^{-1} \eta_4^{-1} = \beta^{\varphi_L^{-1}}.$$

and so

$$(N_{M_1/M_1}(\eta))^{\varphi_L^{-1}} = (N_{M_1/M_1}(\beta))^{\varphi_L^{-1}}.$$

f) Let $f = [L_0 : F]$, then $\varphi_L = \tilde{\varphi}^f$. Show that $(N_{M_1/M_1}(\eta))^{\varphi_L^{-1}} = \gamma^{\varphi_L^{-1}}$ where $\gamma = N_{M_1/M_1} \left( \prod_{j=0}^{f-1} \tilde{\varphi}^j(\beta) \right) \in M_1^*$. Deduce that $\alpha = \gamma^{-1} N_{M_1/M_1}(\eta)$ belongs to $F^*$ and

$$N_{L_0/L_0}(\varepsilon) = N_{M_1/L_0}(\gamma) \cdot \alpha^n, \quad N_{M_1/L_0}(\gamma) = N_{M_1/F}(\beta).$$

Conclude that

$$N_{L_0/L_0}(\varepsilon) = N_{M_1/L_0}(\gamma) \cdot \alpha^n, \quad N_{M_1/L_0}(\gamma) = N_{M_1/F}(\beta).$$

2. Deduce from Exercise 1 that the map $\tilde{Y}_{L/F}$ induces the Neukirch homomorphism

$$Y_{L/F} : \text{Gal}(L/F) \rightarrow F^*/N_{L/F} L^*, \quad \sigma \mapsto \tilde{Y}_{L/F}(\tilde{\sigma})$$

where $\tilde{\sigma} \in \text{Frob}(L/F)$ is any extension of the element $\sigma \in \text{Gal}(L/F)$.

3. Show that the assertions of this section hold for a Henselian discrete valuation field with finite residue field (see Exercise 12 in section 1).
3. The Hazewinkel Homomorphism

In this section we keep the notations of section 2. For a finite Galois totally ramified extension $L/F$ using results of (1.6)–(1.7) we define in (3.1) the Hazewinkel homomorphism

$$\Psi_{L/F} : F^*/N_{L/F}L^* \longrightarrow \Gal(L/F)^{ab}. $$

Simultaneous study of it and $\tilde{\Upsilon}_{L/F}$ will lead to the proof that $\Psi_{L/F}$ is an isomorphism in (3.2). Using this result, Theorem (2.4) and functorial properties in (2.5) we shall show in (3.3) that $\Upsilon_{L/F}$ is an isomorphism for an arbitrary finite Galois extension $L/F$. In (3.4) we list some functorial properties of the reciprocity homomorphisms and as the first application of the obtained results reprove in (3.5) the Hasse–Arf Theorem of (4.3) Ch. III in the case of finite residue field. Finally, in (3.6) we discuss another functorial properties of $\Upsilon_{L/F}$ related to the transfer map in group theory.

(3.1). Let $L$ be a finite Galois totally ramified extension of $F$. As in (1.6) we denote by $\mathcal{F}$ the maximal unramified extension of $F$ or its completion. The Galois group of the extension $L/\mathcal{F}$ is isomorphic to $\Gal(L/F)^{ab}$.

**Definition.** Let $\varphi$ be the continuous extension on $L$ of the Frobenius automorphism $\varphi_L$. Let $\pi$ be a prime element of $L$. Let $E$ be the maximal abelian extension of $F$ in $L$. For $\alpha \in F^*$ by Lemma in (1.6) there is $\beta \in L^*$ such that $\alpha = N_{L/F} \beta$. Then $N_{L/F} \beta^{p-1} = \alpha^{p-1} = 1$ and by Proposition (1.7)

$$\beta^{p-1} \equiv \pi^{1-\sigma} \mod U(L/\mathcal{F})$$

for some $\sigma \in \Gal(L/\mathcal{F})$ which is uniquely determined as an element of $\Gal(E/\mathcal{F})$ where $E = EF$. Define the Hazewinkel (reciprocity) homomorphism

$$\Psi_{L/F} : F^*/N_{L/F}L^* \longrightarrow \Gal(L/F)^{ab}, \quad \alpha \mapsto \sigma|E.$$

**Lemma.** *The map $\Psi_{L/F}$ is well defined and is a homomorphism.*

**Proof.** First, independence on the choice of $\pi$ follows from Proposition (1.7). So we can assume that $\pi \in L$.

If $\alpha = N_{L/F} \gamma$ then $\gamma \beta^{p-1}$ belongs to the kernel of $N_{L/F}$. Therefore by Proposition (1.7) $\gamma \beta^{p-1} = \pi^{1-\sigma} \xi$ with $\xi \in U(L/\mathcal{F})$. Then $\gamma \beta^{p-1} = \beta^{p-1} \xi^{p-1} \equiv \beta^{p-1} \mod U(L/\mathcal{F})$ which proves correctness of the definition.

If $N_{L/F}(\beta_1) = \alpha_1$ and $N_{L/F}(\beta_2) = \alpha_2$, then we can choose $\beta_1 \beta_2$ for $\alpha_1 \alpha_2$ and then from Proposition (1.7) we deduce that $\Psi_{L/F}$ is a homomorphism. $\square$
Remarks.

1. Since $L/F$ is totally ramified, the norm of a prime element of $L$ is a prime element of $F$. So $F^*/N_{L/F}L^* = U_F/N_{L/F}U_L$. Moreover, if $L/F$ is a totally ramified $p$-extension (i.e. its degree is a power of $p$), then $F^*/N_{L/F}L^* = U_1,F/N_{L/F}U_{1,L}$, since all multiplicative representatives are $p$th powers.

2. The Hazewinkel homomorphism can be defined for every finite Galois extension [Haz1–2], but it has the simplest form for totally ramified extensions.

(3.2). Now we prove that $\Psi_{L/F}$ is inverse to $\Upsilon_{L/F}^{ab}$.

Theorem. Let $L/F$ be a finite Galois totally ramified extension. Let $E/F$ be the maximal abelian subextension of $L/F$. Then

(1) For every $\bar{\sigma} \in \text{Frob}(L/F)$

$$\Psi_{L/F}(\bar{\Upsilon}_{L/F}(\bar{\sigma})) = \bar{\sigma}|_E.$$ 

(2) Let $\alpha \in F^*$ and let $\bar{\sigma} \in \text{Frob}(L/F)$ be such that $\bar{\sigma}|_E = \Psi_{L/F}(\alpha)$. Then

$$\bar{\Upsilon}_{L/F}(\bar{\sigma}) \equiv \alpha \mod N_{L/F}L^*.$$ 

Therefore, $\Psi_{L/F}$ is an isomorphism, $\bar{\Upsilon}_{L/F}(\bar{\sigma})$ does not depend on the choice of $\bar{\sigma}$ for $\sigma \in \text{Gal}(L/F)$ and induces the Neukirch homomorphism

$$\Upsilon_{L/F}: \text{Gal}(L/F) \longrightarrow F^*/N_{L/F}L^*.$$ 

The latter induces an isomorphism $\Upsilon_{L/F}^{ab}$, between $\text{Gal}(L/F)^{ab} = \text{Gal}(E/F)$ and $F^*/N_{L/F}L^*$, which is inverse to $\Psi_{L/F}$.

Proof. To show (1) note at first that since $\text{Gal}(L/F)$ is isomorphic to $\text{Gal}(L/F) \times \text{Gal}(L/F/F)$ the element $\bar{\sigma}$ is equal to $\sigma^\varphi m$ for some positive integer $m$ and $\sigma \in \text{Gal}(L/F/F)$, where $\varphi$ is the same as in (3.1). Let $\pi_{\Sigma}$ be a prime element of the fixed field $\Sigma$ of $\bar{\sigma}$. Since $\pi_{\Sigma}$ is a prime element of $\Sigma/F$, we have $\pi_{\Sigma} = \pi \varepsilon$ for some $\varepsilon \in U_L$, where $\pi$ is a prime element of $L$. Therefore $\pi^1 - \sigma = \varepsilon^{\varphi m - 1}$.

Let $\Sigma_0 = \Sigma \cap F$, then $|\Sigma_0 : F| = m$. Then $N_{\Sigma/F} = N_{\Sigma_0/F} \circ N_{\Sigma/\Sigma_0}$ and $N_{\Sigma/F}$ acts as $N_{\Sigma/F} = N_{\Sigma/F/F} = N_{L/F}$, $N_{\Sigma_0/F}$ acts as $1 + \varphi + \cdots + \varphi^{m-1}$. We have

$$N_{\Sigma/F} \pi_{\Sigma} = N_{L/F/F \Sigma} \pi_{\Sigma} = N_{L/F/F} \pi_{\Sigma} = \pi_{\Sigma}^m,$$ 

where $\varepsilon = \varepsilon^{\varphi m - 1}$. So $\alpha = N_{\Sigma/F} \pi_{\Sigma} \equiv N_{L/F/F} \varepsilon \equiv \varepsilon \mod N_{L/F}L^*$ and $\Psi_{L/F}(\alpha)$ can be calculated by looking at $\varepsilon^{\varphi m - 1}$. We deduce

$$\varepsilon^{\varphi^m - 1} = \varepsilon^{\varphi^m - 1} \equiv \varepsilon \sigma^m - 1 = \pi^{1 - \sigma} = \pi^{1 - \Sigma} \mod U(L/F).$$

This proves (1).
3. The Hazewinkel Homomorphism

To show (2) let $\alpha = N_{L/F} \beta$ and $\beta \varphi - 1 \equiv \pi^{1 - \sigma} \mod U(L/F)$ with $\sigma \in \text{Gal}(L/F)$. Then again $\tilde{\sigma} = \sigma \varphi^m$ and similarly to the previous

$$
\tilde{Y}_{L/F}(\tilde{\sigma}) = N_{\Sigma/F} \pi_{\Sigma} \equiv N_{L/F} \varphi^{\eta_1} \mod N_{L/F} L^*
$$

and

$$
\varepsilon \varphi - 1 \equiv \pi^{1 - \sigma} \equiv \beta \varphi - 1 \mod U(L/F).
$$

From Proposition (1.9) applied to $\gamma = \varepsilon \beta^{-1}$ we deduce that $N_{L/F} \gamma$ belongs to $N_{L/F} L^*$ and therefore $N_{L/F} \varepsilon_1 \equiv N_{L/F} \beta = \alpha \mod N_{L/F} L^*$ which proves (2).

Now from (1) we deduce the surjectivity of $\Psi_{L/F}$. From (2) and Lemma in (2.2) by taking $\tilde{\sigma} = \varphi$, so that $\tilde{\sigma}|_E = \text{id}_E = \Psi_{L/F}(\alpha)$, we deduce that $\alpha \in N_{L/F} L^*$, i.e. $\Psi_{L/F}$ is injective. Hence $\Psi_{L/F}$ is an isomorphism. Now from (1) we conclude that $\tilde{Y}_{L/F}$ does not depend on the choice of a lifting $\tilde{\sigma}$ of $\sigma \in \text{Gal}(L/F)$ and therefore determines the map $Y_{L/F}$.

Since we can take $\sigma_1 \sigma_2 = \sigma_2 \sigma_2$, from (1) we deduce that $Y_{L/F}$ is a homomorphism.

Proposition (2.1) and (2) show that this homomorphism is surjective. From (1) we deduce that its kernel is contained in $\text{Gal}(L/E)$, and therefore coincides with the kernel, since the image of $Y_{L/F}$ is abelian.

Using the complete version of $\mathcal{F}$ we can give a very simple formula for the Neukirch and Hazewinkel maps in the case of totally ramified extensions.

**Corollary.** Let $\mathcal{F}$ be the completion of the maximal unramified extension of $F$, and let $L = LF$.

For $\sigma \in \text{Gal}(L/F)$ there exists $\eta \in L^*$ such that

$$
\eta \varphi - 1 = \pi^{1 - \sigma}.
$$

Then $\varepsilon = N_{L/F} \eta$ belongs to $F^*$ and

$$
Y_{L/F}(\sigma) = N_{L/F} \eta.
$$

Conversely, for every $\varepsilon \in F^*$ there exists $\eta \in L^*$ such that

$$
\varepsilon \equiv N_{L/F} \eta \mod N_{L/F} L^*, \quad \eta \varphi - 1 = \pi^{1 - \sigma} \text{ for some } \sigma \in \text{Gal}(L/F).
$$

Then $\Psi_{L/F}(\varepsilon) = \sigma|_E$.

**Proof.** To prove the first assertion, we note that the homomorphism $\lambda_0$ in Proposition (4.4) Ch. II sends $\sigma$ to a root of unity of order dividing the degree of the extension, so $\pi^{-1} \sigma \pi$ belongs to $T_{L} U_{1,L}$ and therefore, due to Proposition (1.8), $\eta$ does exist. Its norm $\varepsilon$ satisfies $\varepsilon \varphi - 1 = N_{L/F}(\pi^{1 - \sigma}) = 1$ so by Proposition (1.8) $\varepsilon$ belongs to $F^*$.

We can assume that $\eta$ is a unit, since $\pi^{1 - \sigma} = 1$. Denote by the same notation $\sigma$ the element of $\text{Gal}(L/F)$ which corresponds to $\sigma$. Let $\Sigma$ be the fixed field of
\[ \tilde{\sigma} = \sigma \varphi. \] Applying Proposition (1.8) to the continuous extension to \( \mathcal{L} \) of the Frobenius automorphism \( \tilde{\sigma} \) we deduce that there is \( \rho \in U_{\mathcal{L}} \) such that \( \rho^{\sigma \varphi - 1} = \pi^{1 - \sigma} \). Now
\[ \pi^{1 - \sigma \varphi} = \pi^{1 - \sigma} = \rho^{\sigma \varphi - 1}, \]
so \( \pi \rho \) belongs to the fixed field of \( \tilde{\sigma} \) in \( \mathcal{L} \) which by Proposition (1.8) equals to the fixed field \( \Sigma \) of \( \tilde{\sigma} \) in \( L^{ur} \). The element \( \pi_\Sigma = \pi \rho \) is a prime element of \( \Sigma \). Note that \( (\rho \eta^{-1})^{\varphi - 1} = \rho^{\varphi - 1} \pi^{\sigma - 1} = (\rho^{1 - \sigma})^{\varphi} \in U(\mathcal{L}/F) \); hence from Proposition (1.9) we deduce that \( N_{\mathcal{L}/F} \equiv \pi_{\Sigma} \mod N_{L/F}^{*} \). Finally,
\[ N_{\mathcal{L}/F} \equiv N_{\mathcal{L}/F} \equiv \pi_{\Sigma} \mod N_{L/F}^{*}. \]

To prove the second assertion use the first assertion and the congruence supplied by the Theorem: \( \varepsilon \equiv \tilde{\chi}_{L/F}(\sigma) \mod N_{L/F}^{*} \) where \( \sigma \in \text{Gal}(L/F) \) is such that \( \sigma|_E = \Psi_{L/F}(\varepsilon) \).

Remarks.

1. In the proof of Theorem (3.2) we did not use all the information on norm subgroups described in (1.5). We used the following two properties: the group of units \( U_F \) is contained in the image of the norm map of every unramified extension; for every finite Galois totally ramified extension \( L/F \) there is a finite unramified extension \( E/F \) such that \( U_F \) is contained in the image of the norm map \( N_{L/E} \).

2. The Theorem demonstrates that for a finite Galois totally ramified extension \( L/F \) in the definition of the Neukirch map one can fix the choice of \( \Sigma \) as the field invariant under the action of \( \sigma \varphi \).

(3.3). The following Lemma will be useful in the proof of the main theorem.

**Lemma.** Let \( L/F \) be a finite abelian extension. Then there is a finite unramified extension \( M/L \) such that \( M \) is an abelian extension of \( F \), \( M \) is the compositum of an unramified extension \( M_0 \) of \( F \) and an abelian totally ramified extension \( K \) of \( F \). For every such \( M \) we have \( N_{M/F}M^* = N_{K/F}K^* \cap N_{M_0/F}M_0^* \).

**Proof.** Since \( L/F \) is abelian, the extension \( LF^{ur} \) is an abelian extension of \( F \). Let \( \tilde{\varphi} \in \text{Gal}(LF^{ur}/F) \) be an extension of \( \varphi \). Let \( K \) be the field fixed of \( \tilde{\varphi} \). Then \( K \cap F^{ur} = F \), so \( K \) is an abelian totally ramified extension of \( F \). The compositum \( M \) of \( K \) and \( L \) is an unramified extension of \( L \), since \( K^{ur} = L^{ur} \). The field \( M \) is an abelian extension of \( F \) and \( \text{Gal}(M/F) \simeq \text{Gal}(M/K) \times \text{Gal}(M/M_0) \).

Now the left hand side of the formula of the Lemma is contained in the right hand side \( N \). We have \( N \cap U_F \subset N_{K/F}U_K \subset N_{M/F}U_M \), since \( U_K \subset N_{M/K}U_M \) by (1.5). If \( \pi_M \) is a prime element of \( M \), then \( N_{M/F} \pi_M \in N \). By (2.5) Ch. II \( v_F(N_{M/F} \pi_M)Z = v_F(N_{M_0/F} M_0^\alpha) \). So every \( \alpha \in N \) can be written as \( \alpha = N_{M/F} \pi_M^m \varepsilon \) with \( \varepsilon \in N \cap U_F \) and some \( m \). Thence \( N \) is contained in \( N_{M/F}M^* \) and we have \( N = N_{M/F}M^* \).
Now we state and prove the first main theorem of local class field theory.

**Theorem.** Let \( L/F \) be a finite Galois extension. Let \( E/F \) be the maximal abelian subextension of \( L/F \).

Then \( \Psi_{L/F} \) is an isomorphism, \( \tilde{\Upsilon}_{L/F}(\tilde{\sigma}) \) does not depend on the choice of \( \tilde{\sigma} \) for \( \sigma \in \text{Gal}(L/F) \) and induces the Neukirch (reciprocity) homomorphism

\[
\Upsilon_{L/F} : \text{Gal}(L/F) \longrightarrow F^*/N_{L/F}L^*.
\]

The latter induces an isomorphism \( \Upsilon_{L/F}^{ab} \) between \( \text{Gal}(L/F)^{ab} = \text{Gal}(E/F) \) and \( F^*/N_{L/F}L^* \) (which is inverse to \( \Psi_{L/F} \) for totally ramified extensions).

**Proof.** First, we consider the case of an abelian extension \( L/F \) such that \( L \) is the compositum of the maximal unramified extension \( L_0 \) of \( F \) in \( L \) and an abelian totally ramified extension \( K \) of \( F \). Then by the previous Lemma \( N_{L/F}L^* = N_{K/F}K^* \cap N_{L_0/F}L_0^* \). From Proposition (2.5) applied to surjective maps

\[
\text{Frob}(L/F) \rightarrow \text{Frob}(L_0/F) \quad \text{and} \quad \text{Frob}(L/F) \rightarrow \text{Frob}(K/F),
\]

and from Theorem (2.4) and Theorem (3.2) we deduce that \( \tilde{\Upsilon}_{L/F} \) does not depend on the choice of \( \tilde{\sigma} \) modulo \( N_{K/F}K^* \cap N_{L_0/F}L_0^* \), therefore, modulo \( N_{L/F}L^* \). So we get the map \( \Upsilon_{L/F} \).

Now from Proposition (2.5) and Theorem (2.4), Theorem (3.2) we deduce that \( \Upsilon_{L/F} \) is a homomorphism modulo \( N_{K/F}K^* \cap N_{L_0/F}L_0^* \), so it is a homomorphism modulo \( N_{L/F}L^* \). It is injective, since if \( \Upsilon_{L/F}(\sigma) \in N_{L/F}L^* \), then \( \sigma \) acts trivially on \( L_0 \) and \( K \), and so on \( L \). Its surjectivity follows from the commutative diagram of Corollary in (2.5).

Second, we consider the case of an arbitrary finite abelian extension \( L/F \). By the previous Lemma and the preceding arguments there is an unramified extension \( M/L \) such that the map \( \tilde{\Upsilon}_{M/F} \) induces the isomorphism \( \Upsilon_{M/F} \). The map \( \text{Frob}(M/F) \rightarrow \text{Frob}(L/F) \) is surjective and we deduce using Proposition (2.5) that \( \tilde{\Upsilon}_{L/F} \) induces the well defined map \( \Upsilon_{L/F} \), which is a surjective homomorphism. If \( \sigma \in \text{Gal}(M/F) \) is such that \( \Upsilon_{L/F}(\sigma) = 1 \), then from the commutative diagram of Corollary in (2.5) and surjectivity of \( \Upsilon \) for every finite abelian extension we deduce that \( \Upsilon_{M/F}(\sigma) = \Upsilon_{M/F}(\tau) \) for some \( \tau \in \text{Gal}(M/L) \). The injectivity of \( \Upsilon_{M/F} \) now implies that \( \sigma = \tau \) acts trivially on \( L \).

Finally, we consider the general case of a finite Galois extension where we argue by induction on the degree of \( L/F \). We can assume that \( L/F \) is not an abelian extension.

Every \( \sigma \in \text{Gal}(L/F) \) belongs to the cyclic subgroup of \( \text{Gal}(L/F) \) generated by it, and by what has already been proved and by Proposition in (2.5) \( \tilde{\Upsilon}_{L/F}(\tilde{\sigma}) \) does not depend on the choice of \( \tilde{\sigma} \) and therefore determines the map \( \Upsilon_{L/F} \).

Since \( \text{Gal}(L/F) \) is solvable by Lemma (1.2), we conclude similarly to the second case above using the induction hypothesis that \( \Upsilon_{L/F} \) is surjective. In the next several
paragraphs we shall show that \( \Upsilon_{L/F}(\text{Gal}(L/E)) = 1 \). Due to surjectivity of \( \Upsilon \) this implies that the map \( N^*_{E/F} \) in the diagram of Corollary (2.5) (where we put \( M = E \)) is zero. Since \( \Upsilon_{E/F} \) is an isomorphism we see from the diagram of the Corollary that \( \Upsilon_{L/F} \) is a surjective homomorphism with kernel \( \text{Gal}(L/E) \).

So it remains to prove that \( \Upsilon_{L/F} \) maps every element of the derived group \( \text{Gal}(L/E) \) to 1. Since \( \text{Gal}(L/F) \) is solvable, we have \( E \neq F \). Proposition (2.5) shows that \( \Upsilon_{L/F}(\rho) = N^*_{E/F}(\Upsilon_{L/E}(\rho)) \) for every \( \rho \in \text{Gal}(L/E) \). Since by the induction assumption \( \Upsilon_{L/E} \) is a homomorphism, it suffices to show that

\[
\Upsilon_{L/F}(\tau \sigma^{-1} \tau^{-1}) = N^*_{E/F}(\Upsilon_{L/E}(\tau \sigma^{-1} \tau^{-1})) = 1
\]

for every \( \sigma, \tau \in \text{Gal}(L/F) \). To achieve that we use Lemma (2.5) and the induction hypothesis.

Suppose that the subgroup \( \text{Gal}(L/K) \) of \( G = \text{Gal}(L/F) \) generated by \( \text{Gal}(L/E) \) and \( \tau \) is not equal to \( G \). Then from the induction hypothesis and Lemma (2.5)

\[
\Upsilon_{L/K}(\tau \sigma^{-1} \tau^{-1}) = \Upsilon_{L/K}(\tau) \Upsilon_{L/K}(\sigma \tau^{-1} \sigma^{-1}) = \Upsilon_{L/K}(\tau)^1 - \sigma,
\]

and so

\[
\Upsilon_{L/F}(\tau \sigma^{-1} \tau^{-1}) = N^*_{K/F}(\Upsilon_{L/K}(\tau)^1 - \sigma) = 1.
\]

In the remaining case the image of \( \tau \) generates \( \text{Gal}(E/F) \). Hence \( \sigma = \tau^m \rho \) for some \( \rho \in \text{Gal}(L/E) \) and integer \( m \). We deduce \( \tau \sigma \tau^{-1} \sigma^{-1} = \tau^m (\tau \rho \tau^{-1} \rho^{-1}) \tau^{-m} \) and similarly to the preceding

\[
\Upsilon_{L/F}(\tau^m (\tau \rho \tau^{-1} \rho^{-1}) \tau^{-m}) = \Upsilon_{L/F}(\tau \rho \tau^{-1} \rho^{-1}) = N^*_{E/F}(\Upsilon_{L/E}(\rho)^1 - 1) = 1.
\]

\[\square\]

**Corollary.**

(1) Let \( L/F \) be a finite Galois extension and let \( E/F \) be the maximal abelian subextension in \( L/F \). Then \( N_{L/F}L^* = N_{E/F}E^* \).

(2) Let \( L/F \) be a finite abelian extension, and \( M/F \) a subextension in \( L/F \). Then \( \alpha \in N_{L/M}L^* \) if and only if \( N_{M/F} \alpha \in N_{L/F}L^* \).

**Proof.** The first assertion follows immediately from the Theorem. The second assertion follows the diagram of Corollary in (2.5) (with Frob being replaced with Gal) in which the homomorphism \( N^*_{M/F} \) is injective due to the Theorem. \[\square\]

(3.4). We now list functorial properties of the homomorphism \( \Upsilon_{L/F} \). Immediately from the previous Theorem and (2.5) we deduce the following
3. The Hazewinkel Homomorphism

Proposition.

1. Let \( M/F \) be a finite separable extension and let \( L/M \) be a finite Galois extension, \( \sigma \in \text{Gal}(F_{\text{sep}}/F) \). Then the diagram

\[
\begin{array}{ccc}
\text{Gal}(L/M) & \xrightarrow{Y_{L/M}} & M^*/N_{L/M}L^* \\
\sigma^* & \downarrow & \sigma \\
\text{Gal}(\sigma L/\sigma M) & \xrightarrow{Y_{\sigma L/\sigma M}} & (\sigma M)^*/N_{\sigma L/\sigma M}(\sigma L)^*
\end{array}
\]

is commutative.

2. Let \( M/F, E/L \) be finite separable extensions, and let \( L/F \) and \( E/M \) be finite Galois extensions. Then the diagram

\[
\begin{array}{ccc}
\text{Gal}(E/M) & \xrightarrow{Y_{E/M}} & M^*/N_{E/M}E^* \\
 & \downarrow & \downarrow \\downarrow \\downarrow \\downarrow \\downarrow \\downarrow \\
\text{Gal}(L/F) & \xrightarrow{Y_{L/F}} & F^*/N_{L/F}L^*
\end{array}
\]

is commutative.

(3.5). As the first application of Theorem (3.3) and functorial properties in (3.4) we describe ramification group of finite abelian extensions and reprove the Hasse–Arf Theorem of (4.3) Ch. III for local fields with finite residue field.

Theorem. Let \( L/F \) be a finite abelian extension, \( G = \text{Gal}(L/F) \). Denote by \( h \) the Hasse–Herbrand function \( h_{L/F} \). Put \( U_{-1,F} = F^* \), \( U_{0,F} = U_F \), and \( h(-1) = -1 \). Then for every integer \( n \geq -1 \) the reciprocity map \( \Psi_{L/F} \) maps the quotient group \( U_{n,F}N_{L/F}L^*/N_{L/F}L^* \) isomorphically onto the ramification group \( G(n) = G_{h(n)} \) and \( U_{n,F}N_{L/F}L^*/U_{n+1,F}N_{L/F}L^* \) isomorphically onto \( G_{h(n)}/G_{h(n)+1} \). Therefore

\[
G_{h(n)+1} = G_{h(n+1)},
\]
i.e., upper ramification jumps of \( L/F \) are integers.

Proof. Let \( L_0 \) be the maximal unramified extension of \( F \) in \( L \). We know from section 3 Ch. III that \( h_{L/F} = h_{L/L_0} \), and from section 1 that the norm \( N_{L_0/F} \) maps \( U_{n,F} \) onto \( U_{n,F} \) for \( n \geq 0 \). Using the second commutative diagram of (3.4) (for \( E = L, M = F, L = L_0 \)) we can therefore assume that \( L/F \) is totally ramified and \( n \geq 0 \).

We use the notations of Corollary (3.2), so \( F \) and \( L \) are complete fields. Let \( \sigma \in G_{h(n)} \), then \( \pi^{1-\sigma} \) belongs to \( U_{h(n),L} \). Let \( \eta \in \mathcal{L}^* \) be such that \( \eta^{h-1} = \pi^{1-\sigma} \). Proposition (1.8) shows that \( \eta \) can be chosen in \( U_{h(n),L} \). Now from Corollary (3.2) and section 3 Ch. III we deduce that \( Y_{L/F}(\sigma) = \varepsilon = N_{L/F}(\eta) \) belongs to \( U_{n,F}N_{L/F}L^* \). So \( Y(G_{h(n)}) \subset U_{n,F}N_{L/F}L^* \). Similarly, we establish that \( Y(G_{h(n)+1}) \subset U_{n+1,F}N_{L/F}L^* \).
Conversely, let \( \varepsilon \) belong to \( U_{n,F}N_{L/F}L^* \). For the abelian extension \( L/F \) we will prove below a stronger assertion than that in Corollary (3.2):

there exists \( \eta \in U_\mathcal{L} \) such that \( \varepsilon \equiv N_{\mathcal{L}/\mathcal{L}}(\eta) \mod N_{L/F}L^* \) and \( \eta^{\sigma - 1} = \pi^{1 - \sigma} \) for some \( \sigma \in \text{Gal}(\mathcal{L}/\mathcal{F}) \). For every such \( \eta \) we have \( \eta^{\sigma - 1} \in U_{h(n),\mathcal{L}} \).

From this assertion we deduce that \( \Psi(U_{n,F}N_{L/F}L^*) \subset G_{h(n)} \). We conclude that \( \Psi(U_{n,F}N_{L/F}L^*) = G_{h(n)} \) and \( \Upsilon_{L/F}(G_{h(n)+1}) = \Upsilon_{L/F}(G_{h(n)+1}) \), so \( G_{h(n)+1} = G_{h(n+1)} \).

It remains to prove the assertion by induction on the degree of \( L/F \). If \( n = 0 \), the assertion is obvious, so we assume that \( n > 0 \). If \( \text{Gal}(L/F) \) is of prime order with generator \( \tau \), then from Corollary (3.2) we know that there is \( \eta \in U_\mathcal{L} \) such that \( \varepsilon \equiv N_{\mathcal{L}/\mathcal{L}}(\eta) \mod N_{L/F}L^* \) and \( \eta^{\sigma - 1} = \pi^{1 - \sigma} \) for some integer \( m \). So \( j = v_\mathcal{L}(\eta^{\sigma - 1} - 1) = v_\mathcal{L}(\pi^{1 - \sigma m} - 1) \). If \( \tau^m = 1 \) then the assertion is obvious, so assume that \( \tau^m \neq 1 \). From section 1 Ch. III we know that \( U_{j+1,F} \subset N_{L/F}L^* \). If \( N_{\mathcal{L}/\mathcal{L}}(\eta) \) belongs to \( U_{j+1,F} \), then \( \Psi(L/F)(N_{\mathcal{L}/\mathcal{L}}(\eta)) = 1 \), not \( \tau^m \), a contradiction. Therefore, \( v_F(N_{\mathcal{L}/\mathcal{L}}(\eta) - 1) = j = h_{L/F}(j) \).

For the induction step let \( M/F \) be a subextension of \( L/F \) such that \( \text{Gal}(M/M) \) is of prime degree \( l \) with generator \( \tau \). By Corollary (3.2) there is \( \eta \in U_\mathcal{L} \) such that \( \varepsilon \equiv N_{\mathcal{L}/\mathcal{L}}(\eta) \mod N_{L/F}L^* \) and \( \eta^{\sigma - 1} = \pi^{1 - \sigma} \). By the induction hypothesis \( N_{\mathcal{L}/\mathcal{M}}(\eta^{\sigma - 1}) \) belongs to \( U_{h,M/F(n),\mathcal{M}} \). By Proposition (1.8) the latter group is \( \tilde{\varphi}^{-1} \)-divisible, and therefore from the same Proposition we deduce that \( N_{\mathcal{L}/\mathcal{M}}(\eta^{\tilde{\varphi} - 1} = \rho u \) with \( \rho \in U_{h,M/F(n),\mathcal{M}} \) and \( u \in U_\mathcal{M} \). According to results of section 1 Ch. III, the definition of the Hasse–Herbrand function and Lemma (1.6) there is \( \xi \in U_{h_{L/F}(n),\mathcal{L}} \) such that \( N_{\mathcal{L}/\mathcal{M}}(\xi) = \rho \). Then \( \tilde{\varphi}^{-1} = \pi^{1 - \sigma} \alpha \) for some \( \alpha \) in the kernel of \( N_{\mathcal{L}/\mathcal{M}} \).

Let \( \tau \) be a generator of \( \text{Gal}(L/M) \). Using Proposition (1.7) we deduce that \( \alpha \equiv \pi^{1 - \sigma m} \mod \mathcal{L}/\mathcal{M} \) and so \( \tilde{\varphi}^{-1} = \pi^{1 - \sigma \tau^m} \) for an appropriate \( \gamma \in U_\mathcal{L} \) and some integer \( m \). By Proposition (1.8) there is \( \delta \in U_\mathcal{L} \) such that \( \delta^{\sigma - 1} = \gamma^{1 - \tau} \). Then \( \eta^{\sigma - 1} = \pi^{1 - \sigma \tau^m - 1} \) where \( \eta = \xi \delta^{-1} \). All we need to show is that \( \gamma^{1 - \tau} \) belongs to \( U_{h(n),\mathcal{L}} \). If it does not, then \( j = v_\mathcal{L}(\gamma^{1 - \tau} - 1) = v_\mathcal{L}(\pi^{1 - \sigma \tau^m} - 1) > 0 \). Let \( s = s(L/M) \) as defined in (1.4) Ch. III. Since \( \gamma \) is a unit, from (1.4) Ch. III we deduce that \( j - s \) is prime to \( p \). On the other hand, Proposition (4.5) Ch. II implies that \( j \) is congruent to \( s \) modulo \( p \), a contradiction.

Remark. For a similar result in the case of perfect residue field of positive characteristic see (4.7) Ch. V.

(3.6) Another functorial property involves the transfer map from group theory. Recall the notion of transfer (Verlagerung). Let \( G \) be a group and let \( G' \) be its commutator subgroup (derived group). Denote the quotient group \( G/G' \) by \( G^{ab} \); it is abelian. Let \( H \) be a subgroup of finite index in \( G \). Let

\[ G = \bigcup_i H \rho_i, \quad \rho_i \in G, \; 1 \leq i \leq |G : H| \]
be the decomposition of $G$ into the disjoint union of sets $H\rho_i$.

Define the transfer

$$\text{Ver}: G^{ab} \rightarrow H^{ab}, \quad \sigma \mod G' \mapsto \prod_i \rho_i \sigma \rho_{\sigma(i)}^{-1} \mod H',$$

where $\sigma(i)$ is determined by the condition $\rho_i \sigma \in H\rho_{\sigma(i)}$. So $\sigma(1), \ldots, \sigma(|G : H|)$ is a permutation of $1, \ldots, |G : H|$.

We shall verify that $\text{Ver}$ is well defined. Let $\rho_i' = \kappa_i \rho_i$ with $\kappa_i \in H$. Then

$$\prod_i \rho_i' \sigma \rho_{\sigma(i)}^{-1} = \prod_i \kappa_i \left( \rho_i \sigma \rho_{\sigma(i)}^{-1} \right) \kappa_{\sigma(i)}^{-1} \equiv \prod_i \rho_i \sigma \rho_{\sigma(i)}^{-1} \prod_i \kappa_i \prod \kappa_{\sigma(i)}^{-1} \mod H',$$

because $H/H'$ is abelian. Hence

$$\prod_i \rho_i' \sigma \rho_{\sigma(i)}^{-1} \equiv \prod_i \rho_i \sigma \rho_{\sigma(i)}^{-1} \mod H'.$$

Now we shall verify that $\text{Ver}$ is a homomorphism. Let $\sigma, \tau \in G$; then

$$\rho_i \sigma \tau \rho_{\sigma\tau(i)}^{-1} \equiv \rho_i \sigma \rho_{\sigma(i)}^{-1} \rho_{\sigma(i)} \tau \rho_{\sigma\tau(i)}^{-1} \mod H'$$

and, as $\rho_i \sigma \rho_{\sigma(i)}^{-1} \in H$, $\rho_i \sigma \tau \rho_{\sigma\tau(i)}^{-1} \in H$, we get $\rho_{\sigma(i)} \tau \rho_{\sigma\tau(i)}^{-1} \in H$, i.e., $\sigma\tau(i) = \tau(\sigma(i))$. Hence

$$\prod_i \rho_i \sigma \tau \rho_{\sigma\tau(i)}^{-1} \equiv \prod_i \rho_i \sigma \rho_{\sigma(i)}^{-1} \cdot \prod_i \rho_i \tau \rho_{\tau(i)}^{-1} \mod H'.$$

Let $\sigma$ be an element of $G$. For an element $\tau_1 \in G$ let $g_1 = g(\sigma, \tau_1)$ be the maximal integer such that all the sets $H\tau_1 \sigma, H\tau_1 \sigma^2, \ldots, H\tau_1 \sigma^{g_1}$ are distinct. Then, take an element $\tau_2 \in G$ such that all $H\tau_2 \sigma, H\tau_1 \sigma, \ldots, H\tau_1 \sigma^{g_1}$ are distinct and find $g_2 = g(\sigma, \tau_1, \tau_2)$ such that all the sets

$$H\tau_2 \sigma, \ldots, H\tau_2 \sigma^{g_2}, H\tau_1 \sigma, \ldots, H\tau_1 \sigma^{g_1}$$

are distinct. Repeating this construction, we finally obtain that $G$ is the disjoint union of the sets $H\tau_n \sigma^{m_n}$, where $1 \leq n \leq k, 1 \leq m_n \leq g_n = g(\sigma, \tau_1, \tau_2, \ldots, \tau_n)$. The number $g_i$ can also be determined as the minimal positive integer, for which the element

$$\sigma[\tau_i] = \tau_i \sigma^{g_i} \tau_i^{-1}$$

belongs to $H$. The definition of $\text{Ver}$ shows that in this case

$$\text{Ver}(\sigma \mod G') \equiv \prod_n \sigma[\tau_n] \mod H'.$$

Since the image of $\mathcal{Y}_{L/F}$ is abelian, one can define the homomorphism

$$\mathcal{Y}_{L/F}: \text{Gal}(L/F)^{ab} \longrightarrow F^*/[N_{L/F} L^*].$$
PROPOSITION. Let $L/F$ be a finite Galois extension and let $M/F$ be a subextension in $L/F$. Then the diagram

$$
\begin{array}{ccc}
\text{Gal}(L/F)^{ab} & \xrightarrow{\gamma_{L/F}} & F^*/N_{L/F}L^* \\
\downarrow \text{Ver} & & \downarrow \\
\text{Gal}(L/M)^{ab} & \xrightarrow{\gamma_{L/M}} & M^*/N_{L/M}L^*
\end{array}
$$

is commutative; here the right vertical homomorphism is induced by the embedding $F \hookrightarrow M$.

Proof. Denote $\tilde{G} = \text{Gal}(L^{ur}/F)$, $\tilde{H} = \text{Gal}(L^{ur}/M)$. Let $\sigma \in \text{Gal}(L/F)$, and let $\tilde{\sigma} \in \text{Frob}(L/F)$ be its extension. Let $\tilde{G}$ be the disjoint union of $H\tau_n\tilde{\sigma}^{m_n}$ for $1 \leq n \leq k$, $1 \leq m_n \leq g_n$, as above. Let $G = \text{Gal}(L/F)$ and $H = \text{Gal}(L/M)$; then $G$ is the disjoint union of $H\tau_n\sigma^{m_n}$ for $\tau_n = \tilde{\tau}_n|_L \in \text{Gal}(L/F)$. This means that

$$\text{Ver}(\sigma \mod G') \equiv \prod_n \sigma[\tau_n] \mod H'.$$

Let $\tilde{A}$ be the subgroup in $\tilde{G}$ generated topologically by $\tilde{\sigma}$ and

$$\tilde{H}_n = \tilde{H} \cap \tau_n\tilde{A}\tau_n^{-1}.$$

Then $\tilde{H}_n$ is a subgroup in $\tilde{H}$, which coincides with the subgroup in $\tilde{H}$ topologically generated by $\tilde{\sigma}[\tilde{\tau}_n]$. Note that $\tilde{\tau}_n\tilde{A}$ is the disjoint union of $\tilde{H}_n\tau_n\tilde{\sigma}^{m_n}$ for $1 \leq m_n \leq g_n$.

Let $\tilde{H}$ be the disjoint union of $\tilde{\nu}_{n,l}\tilde{H}_n$ for $\tilde{\nu}_{n,l} \in \tilde{H}$, $1 \leq l \leq |\tilde{H} : \tilde{H}_n|$. Then

$$\tilde{G} = \bigcup \cup \tilde{\nu}_{n,l}\tilde{H}_n\tilde{\sigma}^{m_n} = \bigcup \tilde{\nu}_{n,l}\tilde{\tau}_n\tilde{A}.$$

If $\Sigma$ is the fixed field of $\tilde{\sigma}$, then it is the fixed field of $\tilde{A}$, and we obtain that

$$N_{\Sigma/F}(\alpha) = \prod_{n,l} \tilde{\nu}_{n,l}\tilde{\tau}_n(\alpha) \quad \text{for } \alpha \in \Sigma.$$

Let $\Sigma_n$ be the fixed field of $\tilde{\sigma}[\tilde{\tau}_n] = \tilde{\tau}_n\tilde{\sigma}^{g_n}\tilde{\tau}_n^{-1}$. Then $(\tilde{\tau}_n\Sigma)^{ur} = \tilde{\tau}_n\Sigma^{ur} = \tilde{\tau}_nL^{ur} = L^{ur}$, $\tilde{\tau}_n\Sigma \subset \Sigma_n$, and $\Sigma_n/\tilde{\tau}_n\Sigma$ is the unramified extension of degree $g_n$. Hence, for a prime element $\pi$ in $\Sigma$, the element $\tilde{\tau}_n(\pi)$ is prime in $\Sigma_n$. Moreover, one can show as before that

$$N_{\Sigma_n/M}(\alpha) = \prod_l \tilde{\nu}_{n,l}(\alpha) \quad \text{for } \alpha \in \Sigma_n.$$

We deduce that

$$N_{\Sigma/F}(\pi) = \prod_{n,l} \tilde{\nu}_{n,l}\tilde{\tau}_n(\pi) = \prod_n N_{\Sigma_n/M}(\tilde{\tau}_n(\pi)).$$
3. THE HAZEWINKEL HOMOMORPHISM

Since \( \bar{\sigma}[\bar{\tau}_n] \in \text{Frob}(L/M) \) extends the element \( \sigma[\tau_n] \in \text{Gal}(L/M) \), we conclude that

\[
Y_{L/F}(\sigma) = \prod_n Y_{L/M}(\sigma[\tau_n]) = Y_{L/M}(\prod_n \sigma[\tau_n])
\]

and \( Y_{L/F}(\sigma) = Y_{L/M}(\text{Ver}(\sigma \mod \text{Gal}(L/F))'). \)

\[ \square \]

Exercises.

1. Let \( F \) be of characteristic \( p \), and let \( L/F \) be a purely inseparable extension of degree \( p^k \).
   Let \( \tau = \tau(L|F) \) be the automorphism of \( F^{\text{alg}} \) such that \( \tau(\alpha) = \alpha^{1/p^k} \) for \( \alpha \in F^{\text{alg}} \). Show that \( L^{p^k} = F \), \( L/F \) is totally ramified, \( N_{L/F}L^* = F^* \), \( \tau(F) = L \), and \( v_F \circ \tau^{-1} = v_L \).

2. Show that the first assertion of Proposition in (3.4) holds if the condition \( \sigma \in \text{Gal}(F^{\text{sep}}/F) \) is replaced by \( \sigma \in \text{Aut}(F^{\text{alg}}) \) and \( M/F \) is a finite extension. Show that the second assertion of the same Proposition holds if the condition “\( M/F, E/L \) are finite separable extensions” is replaced by “\( M/F, E/L \) are finite extensions”.

3. a) Show that \( \text{Ver} \) does not depend on the choice of (right / left) cosets of \( H \) in \( G \).
   b) Show that for a subgroup \( H_1 \) of finite index in \( G \) and for an intermediate subgroup \( H_2 \) the map \( \text{Ver}: G^{ab} \to H_1^{ab} \) coincides with with the composition \( G^{ab} \to H_2^{ab} \to H_1^{ab} \).
   c) Show that if \( G \cong H \times H_1 \) is of order \( n \), then \( \text{Ver}: G^{ab} \to H_1^{ab} \) maps an element \( \sigma \in G \) to \( \text{pr}(\sigma)^n \), where \( \text{pr}: G \to H \) is the natural projection.
   d) (c) Let \( G \) be finitely generated, \( H = G' \) and \( |G : H| < \infty \). Show that the homomorphism \( \text{Ver}: G' \to H' \) is the zero homomorphism.

4. (B. Dwork [Dw]) Let \( L/F \) be a finite Galois totally ramified extension and \( E \) be the maximal abelian extension of \( F \) in \( L \). Let \( \alpha \in F^* \) and \( \alpha = N_{L/F}\Psi_{L/F}(\beta) \) for some \( \beta \in L^\text{ur} \). Let \( \beta^{\sigma - 1} = \prod_{i=1}^m \gamma_i^{\tilde{\sigma}_i - 1} \) with \( \gamma_i \in L^\text{ur}^* \) and \( \tilde{\sigma}_i \in \text{Gal}(L^\text{ur}/F^\text{ur}) \). Show that
   \[
   \Psi_{L/F}(\alpha)|_E = \tilde{\sigma} - 1|_E
   \]
   where \( \tilde{\sigma} = \tilde{\sigma}_1^{v(\gamma_1)} \cdots \tilde{\sigma}_m^{v(\gamma_m)} \in \text{Gal}(L^{\text{ur}}/F^{\text{ur}}) \) and \( v \) is the discrete valuation of \( L^{\text{ur}} \). Deduce that, in particular, if \( \beta^{\tilde{\sigma} - 1} = \pi^{\tilde{\sigma} - 1} \) for a prime element \( \pi \) of \( L^{\text{ur}} \), then \( \Psi_{L/F}(\alpha)|_E = \tilde{\sigma} - 1|_E \).
   In fact, from this theorem known already in the fifties one can deduce the construction of the Hazewinkel and Neukirch reciprocity maps for totally ramified extensions.

5. Let \( L/F \) be a finite abelian extension. Show that \( U_{n,F} \cap N_{L/F}L^* = N_{L/F}U_{b_{L/F}(n),L} \) for every \( n \geq 0 \).

6. a) Show that if \( F = F^{\text{ur}} \) then Corollary (3.2) holds if the equality \( \eta^{\sigma - 1} = \pi^{1 - \sigma} \) is replaced with the congruence \( \eta^{\tilde{\sigma} - 1} \equiv \pi^{1 - \sigma} \) mod \( U_{r,L} \), where \( r \) is any positive integer.
   b) Find a proof of Theorem (3.5) which uses only \( F^{\text{ur}} \) and its finite extensions.

7. Let \( L \) be a finite separable extension of \( F \). Let \( M \) be the maximal abelian subextension of \( F \) in \( L \). Show that \( N_{L/F}L^* = N_{M/F}M^* \).

8. Show that the results of this section hold for a Henselian discrete valuation field with finite residue field.
9. Let \( L/F \) be a finite Galois extension with group \( G \). Show, following the steps below, that \([G_i, G_j] \leq G_{i+j}\) if \( 1 \leq j \leq i \).

a) Reduce the problem to the following assertion: Let \( E/M \) be a finite Galois totally ramified \( p \)-extension and let \( K/M \) be its subextension of degree \( p \). Let \( j = s(K|M) \) as in sect. 1 Ch. III and let \( i \) be the minimal integer such that \( \text{Gal}(E/K)_i \neq \text{Gal}(E/K)_{i+1} \). Suppose that \( E/K \) is abelian and \( \text{Gal}(E/K)_{i+j} = \{1\} \). Then \( E/M \) is abelian.

b) Using Proposition (3.6) Ch. III deduce that \( U_{i+j,M} \subset N_{E/K} U_E \).

c) By using b) and the formula \( \tau \sigma \tau^{-1} \sigma^{-1} = \text{Gal}(E/K)(\tau)^{1-\sigma} \) prove the assertion of a).

For more information on \( k = k(i, j) \) such that \([G_i, G_j] \leq G_k \) see [Mau5].

4. The Reciprocity Map

In this section we define and describe properties of the reciprocity map

\[ \Psi F: F^* \rightarrow \text{Gal}(F^{ab}/F) \]

using the Neukirch map \( \Upsilon_{L/F} \) studied in the previous sections. We keep the conventions of the two preceding sections.

(4.1). The homomorphism inverse to \( \Upsilon_{L/F} \) induces the surjective homomorphism

\[ (\cdot, L/F): F^* \rightarrow \text{Gal}(L/F)^{ab}. \]

It coincides with \( \Psi_{L/F} \) for totally ramified extensions.

Denote the maximal abelian extension of \( F \) in \( F^{sep} \) by \( F^{ab} \).

PROPOSITION. Let \( H \) be a subgroup in \( \text{Gal}(L/F)^{ab} \), and let \( M \) be the fixed field of \( H \) in \( L \cap F^{ab} \). Then \( (\cdot, L/F)^{-1}(H) = N_{M/F} M^* \).

Let \( L_1, L_2 \) be abelian extensions of finite degree over \( F \), and let \( L_3 = L_1 L_2, L_4 = L_1 \cap L_2. \) Then

\[ N_{L_3/F} L_3 = N_{L_1/F} L_1^* \cap N_{L_2/F} L_2^*. \quad N_{L_4/F} L_4^* = N_{L_1/F} L_1^* N_{L_2/F} L_2^*. \]

The field \( L_1 \) is a subfield of the field \( L_2 \) if and only if \( N_{L_2/F} L_2^* \subset N_{L_1/F} L_1^* \); in particular, \( L_1 = L_2 \) if and only if \( N_{L_2/F} L_2^* = N_{L_1/F} L_1^* \).

If a subgroup \( N \) in \( F^* \) contains a norm subgroup \( N_{L/F} L^* \) for some finite Galois extension \( L/F \), then \( N \) itself is a norm subgroup.

Proof. The first assertion follows immediately from (3.3) and (3.4). Put \( H_i = \text{Gal}(L_i/L), \ i = 1, 2. \) Then

\[ N_{L_i/F} L_i^* = (\cdot, L_3/F)^{-1}(1) = (\cdot, L_3/F)^{-1}(H_1 \cap H_2) = (\cdot, L_3/F)^{-1}(H_1 \cap H_2) = N_{L_1/F} L_1^* \cap N_{L_2/F} L_2^*, \]

\[ N_{L_4/F} L_4^* = (\cdot, L_3/F)^{-1}(H_1 H_2) = (\cdot, L_3/F)^{-1}(H_1)(\cdot, L_3/F)^{-1}(H_2) = N_{L_1/F} L_1^* N_{L_2/F} L_2^*. \]
4. The Reciprocity Map

If \( L_1 \subset L_2 \), then \( N_{L_2/F}L_2^* \subset N_{L_1/F}L_1^* \). Conversely, if \( N_{L_2/F}L_2^* \subset N_{L_1/F}L_1^* \), then \( N_{L_1L_2/F}(L_1L_2)^* \) coincides with \( N_{L_2/F}L_2^* \), and Theorem (3.3) shows that the extension \( L_1L_2/F \) is of the same degree as \( L_2/F \), hence \( L_1 \subset L_2 \).

Finally, if \( N \supset N_{L/F}L^* \), then \( N = N_{M/F}M^* \), where \( M \) is the fixed field of \((N, L/F)\).

Passing to the projective limit, we get
\[
\Psi_F: F^* \longrightarrow \varprojlim F^* / N_{L/F}L^* \longrightarrow \varprojlim \text{Gal}(L/F)^{ab} = \text{Gal}(F^{ab}/F)
\]
where \( L \) runs through all finite Galois (or all finite abelian) extensions of \( F \). The homomorphism \( \Psi_F \) is called the reciprocity map.

(4.2). Theorem. The reciprocity map is well defined.

Its image is dense in \( \text{Gal}(F^{ab}/F) \), and its kernel coincides with the intersection of all norm subgroups \( N_{L/F}L^* \) in \( F^* \) for finite Galois (or finite abelian) extensions \( L/F \).

If \( L/F \) is a finite Galois extension and \( \alpha \in F^* \), then the automorphism \( \Psi_F(\alpha) \) acts trivially on \( L \cap F^{ab} \) if and only if \( \alpha \in N_{L/F}L^* \).

The restriction of \( \Psi_F(\alpha) \) on \( F^{ur} \) coincides with \( \varphi_{F}(\alpha) \) for \( \alpha \in F^* \).

Let \( L \) be a finite separable extension of \( F \), and let \( \sigma \) be an automorphism of \( \text{Gal}(F^{sep}/F) \). Then the diagrams
\[
\begin{array}{ccc}
L^* & \xrightarrow{\Psi_L} & \text{Gal}(L^{ab}/L) \\
\downarrow \sigma & & \downarrow \sigma^* \\
(\sigma L)^* & \xrightarrow{\Psi_{\sigma L}} & \text{Gal}((\sigma L)^{ab}/\sigma L)
\end{array}
\]
\[
\begin{array}{ccc}
L^* & \xrightarrow{\Psi_L} & \text{Gal}(L^{ab}/L) \\
\downarrow N_{L/F} & & \\
F^* & \xrightarrow{\Psi_F} & \text{Gal}(F^{ab}/F)
\end{array}
\]
\[
\begin{array}{ccc}
L^* & \xrightarrow{\Psi_L} & \text{Gal}(L^{ab}/L) \\
\downarrow & & \downarrow \text{Ver} \\
F^* & \xrightarrow{\Psi_F} & \text{Gal}(F^{ab}/F)
\end{array}
\]
are commutative, where \( \sigma^*(\tau) = \sigma \tau \sigma^{-1} \), the right vertical homomorphism of the second diagram is the restriction and
\[
\text{Ver}: \text{Gal}(F^{sep}/F)^{ab} \longrightarrow \text{Gal}(F^{sep}/L)^{ab} = \text{Gal}(L^{ab}/L).
\]
IV. Local Class Field Theory

Proof. Let \( L_1/F, L_2/F \) be finite extensions and \( L_1 \subset L_2 \). Then Proposition (3.4) shows that the restriction of the automorphism

\[
(\alpha, L_2/F) \in \text{Gal}(L_2/F)_{\text{ab}}
\]

on the field \( L_1 \cap F_{\text{ab}} \) coincides with \( (\alpha, L_1/F) \) for an element \( \alpha \in F^* \). This means that \( \Psi_F \) is well defined.

The condition \( \alpha \in N_{L/F}L^* \) is equivalent \( (\alpha, L/F) = 1 \) and the last relation means that \( \Psi_F(\alpha) \) acts trivially on \( L_1 \cap F_{\text{ab}} \).

Hence, the kernel of \( \Psi_F \) is equal to \( \bigcap N_{L/F}L^* \), where \( L \) runs through all finite Galois extensions of \( F \). Since \( \Psi_F(F^*) \mid L = \text{Gal}(L/F) \) for a finite abelian extension \( L/F \), we deduce that \( \Psi_F(F^*) \) is dense in \( \text{Gal}(F_{\text{ab}}/F) \).

Theorem (2.4) shows that \( \Psi_F(\pi_F) \mid F_{\text{ur}} = \phi_F \) for a prime element \( \pi_F \) in \( F \). Hence, \( \Psi_F(\alpha) \mid F_{\text{ur}} = \phi_F(\alpha) \) and \( \Psi_F(U_F) \mid F_{\text{ur}} = 1 \).

The commutativity of the diagrams follow from Propositions (3.4) and (3.5).

Remark. See Exercise 4 for the case of Henselian discrete valuation fields.

Exercises.

1. Let \( L \) be a finite extension of \( F \), let \( M \) be the maximal separable subextension of \( F \) in \( L \), \( p^k = [L : M] \). Using Exercises 1 and 2 of section 3 show that

\[
\Psi_{\sigma L}(\sigma \alpha) = \sigma^* \Psi_L(\alpha) \quad \text{for} \quad \alpha \in L^*, \sigma \in \text{Aut}(F^{\text{alg}});
\]

\[
\Psi_F(N_{L/F} \alpha) = \Psi_L(\alpha) \big|_{F_{\text{ab}}} \quad \text{for} \quad \alpha \in L^*;
\]

\[
\Psi_L(\alpha) = \tau \text{ Ver}(\Psi_F(\alpha)) \tau^{-1} \quad \text{for} \quad \alpha \in F^*,
\]

where \( \tau = \tau(L/F) \) was defined in Exercise 1 section 3.

2. a) Let \( \zeta_1 \) be a primitive \( (p^m - 1) \)th root of unity, let \( \zeta_2 \) be a primitive \( p^m \)th root of unity, and \( L_1 = \mathbb{Q}_p(\zeta_1), L_2 = \mathbb{Q}_p(\zeta_2) \). Show that

\[
N_{L_1/\mathbb{Q}_p} L_1^* = \langle p^n \rangle \times U_{\mathbb{Q}_p}, \quad N_{L_2/\mathbb{Q}_p} L_2^* = \langle p \rangle \times U_m, \mathbb{Q}_p.
\]

b) Let \( L \) be contained in \( \mathbb{Q}_p^{(k)} \) for some \( k \) (see (1.3)). Show that an element \( \alpha \in L \) belongs to the intersection of all norm groups \( N_{\mathbb{Q}_p^{(i)}/L \mathbb{Q}_p^{(i)}} \) for \( i \geq k \) if and only if \( N_{L/\mathbb{Q}_p} \alpha = p^a \) for an integer \( a \).

3. Let \( M/F \) be a cyclic extension with generator \( \sigma \) and \( L/M \) a finite abelian extension.

a) Show that \( L/F \) is Galois if and only if \( \sigma N_L/M L^* = N_L/M L^* \).

b) Show that \( L/F \) is abelian if and only if \( \{\alpha^{\sigma-1} : \alpha \in M^* \} \subset N_L/M L^* \).

4. Show that the assertions of this section hold for a Henselian discrete valuation field with finite residue field.
5. Pairings of the Multiplicative Group

In this section we define the Hilbert symbol associated to the local reciprocity map and study its properties in (5.1)–(5.3). Explicit formulas for the \( p^n \) th Hilbert symbol will be derived in Ch. VII.

In (5.4)–(5.7) we study the Artin–Schreier pairing which is important for the \( p \)-part of the theory in characteristic \( p \).

These pairing will appear to be quite useful in the proof of the Existence Theorem in the next section.

We continue assuming that \( F \) is a local field with finite residue field \( \mathcal{F} \).

(5.1). Let the group \( \mu_n \) of all \( n \) th roots of unity in the separable closure \( F^{sep} \) be contained in \( F \) and let \( p \nmid n \) if \( \text{char}(F) = p \).

The norm residue symbol or Hilbert symbol or Hilbert pairing \((\cdot, \cdot)_n; F^* \times F^* \rightarrow \mu_n\) is defined by the formula

\[
(\alpha, \beta)_n = \gamma^{-1}\Psi_F(\alpha)(\gamma), \quad \text{where} \quad \gamma^n = \beta, \gamma \in F^{sep}.
\]

If \( \gamma' \in F^{sep} \) is another element with \( \gamma'^n = \beta \), then \( \gamma^{-1}\gamma' \in \mu_n \) and

\[
\gamma^{-1}\Psi_F(\alpha)(\gamma') = \gamma^{-1}\Psi_F(\alpha)(\gamma).
\]

This means that the Hilbert symbol is well defined.

**Proposition.** The norm residue symbol possesses the following properties:

1. \((\cdot, \cdot)_n \) is bilinear;
2. \((1 - \alpha, \alpha)_n = 1 \) for \( \alpha \in F^* \), \( \alpha \neq 1 \) (Steinberg property);
3. \((-\alpha, \alpha)_n = 1 \) for \( \alpha \in F^* \);
4. \((\alpha, \beta)_n = (\beta, \alpha)_n^{-1} \);
5. \((\alpha, \beta)_n = 1 \) if and only if \( \alpha \in N_{F(\sqrt{\beta})/F}(\sqrt{\beta})^* \) and if and only if \( \beta \in N_{F(\sqrt{\alpha})/F}(\sqrt{\alpha})^* \);
6. \((\alpha, \beta)_n = 1 \) for all \( \beta \in F^* \) if and only if \( \alpha \in F^{*n} \);
7. \((\alpha, \beta)^m_n = (\alpha, \beta)_n \) for \( m \geq 1 \), \( \mu_m \subset F^* \);
8. \((\alpha, \beta)_n.L = (N_L/F(\alpha, \beta)_n,F \) for \( \alpha \in L^*, \beta \in F^* \), where \((\cdot, \cdot)_n.L \) is the Hilbert symbol in \( L \), \((\cdot, \cdot)_n,F \) is the Hilbert symbol in \( F \), and \( L \) is a finite separable extension of \( F \);
9. \((\alpha \sigma, \beta)_{n,L} = \sigma(\alpha, \beta)_{n,L}, \) where \( L \) is a finite separable extension of \( F \), \( \sigma \in \text{Gal}(F^{sep}/F) \), and \( \mu_n \subset L^* \) but not necessarily \( \mu_n \subset F^* \).

**Proof.** (1): For \( \gamma \in F^{sep}, \gamma^n = \beta \) we get

\[
\gamma^{-1}\Psi_F(\alpha_1\alpha_2)(\gamma) = \Psi_F(\alpha_1)(\gamma^{-1}\Psi_F(\alpha_2)(\gamma)) \cdot (\gamma^{-1}\Psi_F(\alpha_1)(\gamma))\]

\[
= (\gamma^{-1}\Psi_F(\alpha_2)(\gamma))(\gamma^{-1}\Psi_F(\alpha_1)(\gamma)),
\]
since $\Psi_F(\alpha_1)$ acts trivially on $(\alpha_2, \beta)_n \in \mu_n$. We also obtain

$$\begin{align*}
(\alpha, \beta_1 \beta_2)_n &= (\gamma_1^{-1} \gamma_2^{-1} \Psi_F(\alpha)(\gamma_1 \gamma_2)) \\
&= (\gamma_1^{-1} \Psi_F(\alpha)(\gamma_1))(\gamma_2^{-1} \Psi_F(\alpha)(\gamma_2)) \\
&= (\alpha, \beta_1)_n(\alpha, \beta_2)_n.
\end{align*}$$

for $\gamma_1, \gamma_2 \in F_{\text{sep}}$, $\gamma_1^n = \beta_1$, $\gamma_2^n = \beta_2$.

(5),(2),(3),(4): $(\alpha, \beta)_n = 1$ if and only if $\Psi_F(\alpha)$ acts trivially on $F(\sqrt[n]{\beta})$ and if and only if (by Theorem (4.2)) $\alpha \in N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*$. Let $m\vert n$ be the maximal integer for which $\alpha \in F^{*m}$. Then $F(\sqrt[n]{\alpha})/F$ is of degree $nm^{-1}$. Let $\alpha = \alpha_1^n$ with $\alpha_1 \in F^*$ and let $\zeta_n$ be a primitive $n$th root of unity. Then for $\delta \in F^{\text{sep}}, \delta^n = \alpha$, we get

$$1 - \alpha = \prod_{i=1}^{n}(1 - \zeta_n^i \delta) = \prod_{i=1}^{n} \prod_{j=1}^{nm^{-1}} (1 - \zeta_n^i \zeta_{nm^{-1}} \delta)$$

$$= N_{F(\sqrt[n]{\alpha})/F} \left( \prod_{i=1}^{n}(1 - \zeta_n^i \delta) \right) \in N_{F(\sqrt[n]{\alpha})/F}(\sqrt[n]{\alpha})^*.$$

Hence, $(1 - \alpha, \alpha)_n = 1$. Further, $-\alpha = (1 - \alpha)(1 - \alpha^{-1})^{-1}$ for $\alpha \neq 0, \alpha \neq 1$. This means that $(-\alpha, \alpha)_n = (1 - \alpha, \alpha)_n(1 - \alpha^{-1}, \alpha^{-1})^{-1}_n = 1$. Moreover,

$$1 = (-\alpha \beta, \beta)_n = (-\alpha, \alpha)_n(\beta, \alpha)_n(-\beta, \beta)_n = (\beta, \alpha)_n(\beta, \alpha)_n,$$

i.e., $(\alpha, \beta)_n = (\beta, \alpha)_n^{-1}$.

Finally, if $(\alpha, \beta)_n = 1$, then $(\beta, \alpha)_n = 1$, which is equivalent to

$$\beta \in N_{F(\sqrt[n]{\alpha})/F}(\sqrt[n]{\alpha})^*.$$

(6): Let $\beta \in F^{*n};$ then $(\alpha, \beta)_n = 1$ for all $\alpha \in F^*$. Let $\beta \notin F^{*n}$, then $L = F(\sqrt[n]{\beta}) \neq F$, and $L/F$ is a nontrivial abelian extension. By Theorem (4.2) the subgroup $N_{L/F} L^*$ does not coincide with $F^*$. If we take an element $\alpha \in F^*$ such that $\alpha \notin N_{L/F} L^*$ then, by property (5), we get $(\alpha, \beta)_n \neq 1$.

(7): For $\gamma \in F^{\text{sep}}, \gamma^{nm} = \beta$, one has

$$(\alpha, \beta)_n = (\gamma^{-1} \Psi_F(\alpha)(\gamma))^{nm} = (\gamma^{-m} \Psi_F(\alpha)(\gamma^{-m})) = (\alpha, \beta)_n,$$

because $(\gamma^{-m})^n = \beta$.

(8): Theorem (4.2) shows that

$$(\alpha, \beta)_{n,L} = \gamma^{-1} \Psi_L(\alpha)(\gamma) = \gamma^{-1} \Psi_L(N_{L/F}(\alpha))(\gamma) = (N_{L/F} \alpha, \beta)_{n,F},$$

where $\gamma \in F^{\text{sep}}, \gamma^n = \beta$.

(9): Theorem (4.2) shows that for $\gamma \in F^{\text{sep}}, \gamma^n = \beta$,

$$(\sigma \alpha, \sigma \beta)_{n,F} = \sigma(\gamma^{-1} \Psi_L(\alpha)(\gamma)) = (\alpha, \beta)_{n,L}.$$
Corollary. The Hilbert symbol induces the nondegenerate pairing
\[(\cdot, \cdot)_n: F^*/F^{*n} \times F^*/F^{*n} \rightarrow \mu_n.\]

(5.2). Kummer theory (see [La1, Ch. VIII]) asserts that abelian extensions \(L/F\) of exponent \(n\) \((\mu_n \subset F^*, p \nmid n \text{ if } \text{char}(F) = p)\) are in one-to-one correspondence with subgroups \(B_L \subset F^*\), such that \(B_L \supset F^{*n}\), \(L = F(\sqrt[n]{B_L}) = F(\gamma_i : \gamma_i^n \in B_L)\) and the group \(B_L/F^{*n}\) is dual to \(\text{Gal}(L/F)\).

Theorem. Let \(\mu_n \subset F^*, p \nmid n\), if \(\text{char}(F) = p\). Let \(A\) be a subgroup in \(F^*\) such that \(F^{*n} \subset A\). Denote its orthogonal complement with respect to the Hilbert symbol \((\cdot, \cdot)_n\) by \(B = A^\perp\), i.e.,
\[B = \{\beta \in F^* : (\alpha, \beta)_n = 1 \text{ for all } \alpha \in A\}.
\]
Then \(A = N_{L/F}L^*\), where \(L = F(\sqrt[n]{B})\) and \(A = B^\perp\).

Proof. We first recall that \(F^{*n}\) is of finite index in \(F^*\) by Lemma (1.4).

Let \(B\) be a subgroup in \(F^*\) with \(F^{*n} \subset B\) and \(|B : F^{*n}| = m\). Let \(A = B^\perp\). Then \(\Psi_F(\alpha)\), for \(\alpha \in A\), acts trivially on \(F(\sqrt[n]{B})\) for \(\beta \in B\). This means that \(\Psi_F(\alpha)\) acts trivially on \(L = F(\sqrt[n]{B})\) and, by Theorem (4.2), \(\alpha \in N_{L/F}L^*\). Hence
\[A \subset N_{L/F}L^*.
\]
Conversely, if \(\alpha \in N_{L/F}L^*\), then \(\Psi_F(\alpha)\) acts trivially on \(F(\sqrt[n]{B}) \subset L\) and
\[\alpha \in N_{F(\sqrt[n]{B})/F}F(\sqrt[n]{B})^*\]
for every \(\beta \in B\). Property (5) of (5.1) shows that \((\alpha, \beta)_n = 1\) and hence \(N_{L/F}L^* \subset A\). Thus, \(A = N_{L/F}L^*\).

Furthermore, to complete the proof it suffices to verify that a subgroup \(A\) in \(F^*\) with \(F^{*n} \subset A\) coincides with \((A^\perp)^\perp\). Restricting the Hilbert symbol on \(A \times F^*\) we obtain that it induces the nondegenerate pairing \(A/F^{*n} \times F^*/A^\perp \rightarrow \mu_n\). The theory of finite abelian groups (see [La1, Ch. I]) implies that the order of \(A/F^{*n}\) coincides with the order of \(F^*/A^\perp\). Similarly, one can verify that the order of \(A^\perp/F^{*n}\) is the same as that of \(F^*/(A^\perp)^\perp\), and hence the order of \(F^*/A^\perp\) equals the order of \((A^\perp)^\perp/F^{*n}\). From \(A \subset (A^\perp)^\perp\) we deduce that \(A = (A^\perp)^\perp\). \(\square\)

(5.3) The problem to find explicit formulas for the norm residue symbol originates from Hilbert. In the case under consideration the challenge is to find a formula for the Hilbert symbol \((\alpha, \beta)_n\) in terms of the elements \(\alpha, \beta\) of the field \(F\). This problem is very complicated when \(p \nmid n\) and it will be discussed in Ch. VII. Nevertheless, there is a simple answer when \(p \mid n\).

Theorem. Let \(n\) be relatively prime with \(p\) and \(\mu_n \subset F^*\). Then
\[(\alpha, \beta)_n = c(\alpha, \beta)^{(q-1)/n},\]
where \( q \) is the cardinality of the residue field \( \overline{F} \) and
\[
c: F^* \times F^* \rightarrow \mu_{q-1}
\]
is the tame symbol defined by the formula
\[
c(\alpha, \beta) = \text{pr} \left( \beta^{v_F(\alpha)} \alpha^{-v_F(\beta)} (-1)^{v_F(\alpha)v_F(\beta)} \right),
\]
with the projection \( \text{pr}: U_F \rightarrow \mu_{q-1} \) induced by the decomposition \( U_F \cong \mu_{q-1} \times U_{1,F} \) from (1.2) (i.e., \( \text{pr}(u) \) is the multiplicative representative of \( \pi \in \overline{F} \)).

**Proof.** Note that the elements of the group \( \mu_n \), for \( p \nmid n \), are isomorphically mapped onto the subgroup in the multiplicative group \( \mathbb{F}_q^* \). Hence, \( n|(q - 1) \). Note also that the prime elements generate \( F^* \). Indeed, if \( \alpha = \pi^a \varepsilon \) with \( \varepsilon \in U_F \), then \( \alpha = \pi_1 \pi^{a-1} \) for the prime element \( \pi_1 = \pi \varepsilon \), when \( a \neq 1 \), and \( \alpha = \pi_2 \) for the prime element \( \pi_2 = \pi \varepsilon \), when \( a = 1 \). Using properties (1) and (7) of the Hilbert symbol it suffices to verify that \( c(\pi, \beta) = (\pi, \beta)_{q-1} \) for \( \beta \in F^* \).

Let \( \beta = (-\pi)^a \theta \varepsilon \) with \( a = v_F(\beta) \), \( \theta \in \mu_{q-1} \), \( \varepsilon \in U_{1,F} \). Then, as \( c(\pi, -\pi) = 1, c(\pi, \varepsilon) = 1 \), we obtain \( c(\pi, \beta) = c(\pi, \theta) = \theta \). Property (3) of the Hilbert symbol shows that \( (\pi, -\pi)_{q-1} = 1 \). Corollary (5.5) Ch. 1 implies that the quotient group \( U_{1,F} \) is \( (q - 1) \)-divisible. Hence, \( (\pi, \varepsilon)_{q-1} = 1 \). Finally, since the extension \( F(\sqrt[n]{\theta})/F \) is unramified, Remark in (1.2) shows that for \( \eta \in F^{\text{sep}}, \eta^{q-1} = \theta \),
\[
(\pi, \theta)_{q-1} = \eta^{-1} \Psi_F(\pi)(\eta) = \eta^{-1} \varphi_F(\eta) = \eta^{q-1} = \theta.
\]
We conclude that \( (\pi, \beta)_{q-1} = \theta = c(\pi, \beta) \).

(5.4). Abelian extensions of exponent \( p \) of a field \( F \) of characteristic \( p \) are described by the Artin–Schreier theory (see [La1, Ch. VIII]). Recall that the polynomial \( X^p - X \) is denoted by \( \varphi(X) \) (see (6.3) Ch. I). This polynomial is additive, i.e.,
\[
\varphi(\alpha + \beta) = \varphi(\alpha) + \varphi(\beta)
\]
for \( \alpha, \beta \in F \). Abelian extensions \( L/F \) of exponent \( p \) are in one-to-one correspondence with subgroups \( B \subset F \) such that \( \varphi(F) \subset B \). The quotient group \( B/\varphi(F) \) is dual to \( \text{Gal}(L/F) \), where
\[
L = F(\varphi^{-1}(B)) = F(\gamma: \varphi(\gamma) \in B).
\]

Since the kernel of the homomorphism \( \varphi: \mathbb{F}_q \rightarrow \mathbb{F}_q \) is of order \( p \), the quotient group \( \mathbb{F}_q/\varphi(\mathbb{F}_q) \) is of order \( p \). Note that the index of \( \varphi(F) \) in \( F \) is infinite. Indeed, we shall show that for a prime element \( \pi \) in \( F \), the sets \( \pi^{-i} + \varphi(F) \) with \( p \nmid i, \ i \geq 1 \), are distinct cosets of \( \varphi(F) \) in \( F \). If we had \( \pi^{-i} + \varphi(F) = \pi^{-j} + \varphi(F) \) for \( 1 \leq i < j, \ p \nmid i, \ p \nmid j \), then we would have \( \pi^{-j} - \pi^{-i} \in \varphi(F) \). However, as \( v_F(\varphi(\pi^{-i})) = -pi \) for \( i \geq 0 \), we obtain that
\[
v_F(\varphi(\alpha)) = pv_F(\alpha).
\]
if \( v_p(\alpha) \leq 0 \). Hence, the relation \( \pi^{-j} - \pi^{-i} \in \varphi(F) \) is impossible.

For a complete discrete valuation field \( F \) of characteristic \( p \) with a finite residue field we define the map

\[
(\cdot, \cdot) : F^* \times F \rightarrow F_p
\]

by the formula

\[
(\alpha, \beta) = \Psi_F(\alpha)(\beta) - \gamma,
\]

where \( \gamma \) is a root of the polynomial \( X^p - X - \beta \). All the roots of this polynomial are \( \gamma + c \) where \( c \) runs through \( F_p \), therefore we deduce that the pairing \( (\cdot, \cdot) \) is well defined.

**Proposition.** The map \( (\cdot, \cdot) \) has the following properties:

1. \( (\alpha_1 \alpha_2, \beta) = (\alpha_1, \beta) + (\alpha_2, \beta) \), \( (\alpha, \beta_1 + \beta_2) = (\alpha, \beta_1) + (\alpha, \beta_2) \);
2. \( (-\alpha, \alpha) = 0 \) for \( \alpha \in F^* \);
3. \( (\alpha, \beta) = 0 \) if and only if \( \alpha \in N_{F(\gamma)/F} F(\gamma)^* \), where \( \gamma^p - \gamma = \beta \);
4. \( (\alpha, \beta) = 0 \) for all \( \alpha \in F^* \) if and only if \( \beta \in \varphi(F) \);
5. \( (\alpha, \beta) = 0 \) for all \( \beta \in F \) if and only if \( \alpha \in F^* \);
6. \( (\pi, \beta) = \text{Tr}_{\mathbb{F}_q/F} \theta_0 \), where \( \pi \) is a prime element in \( F \) and \( \beta = \sum_{i \geq a} \theta_i \pi^i \) with \( \theta_i \in \mathbb{F}_q \).

**Proof.**

(1): One has

\[
\Psi_F(\alpha_1 \alpha_2)(\gamma) - \gamma = \Psi_F(\alpha_1)(\Psi_F(\alpha_2)(\gamma) - \gamma) + \Psi_F(\alpha_1)(\gamma) - \gamma
\]

\[
= \Psi_F(\alpha_1)(\gamma) - \gamma + \Psi(\alpha_2)(\gamma) - \gamma,
\]

since \( \Psi_F(\alpha_2)(\gamma) - \gamma \in F \). One also has

\[
\Psi_F(\alpha)(\gamma_1 + \gamma_2) - (\gamma_1 + \gamma_2) = \Psi_F(\alpha)(\gamma_1) - \gamma_1 + \Psi_F(\alpha)(\gamma_2) - \gamma_2.
\]

(3): \( (\alpha, \beta) = 0 \) if and only if \( \Psi_F(\alpha) \) acts trivially on \( F(\gamma) \), where \( \gamma^p - \gamma = \beta \). Theorem (4.2) shows that this is equivalent to \( \alpha \in N_{F(\gamma)/F} F(\gamma)^* \).

(2): If \( \alpha \in \varphi(F) \), then \( (-\alpha, \alpha) = 0 \) by property (3). If a root \( \gamma \) of the polynomial \( X^p - X - \alpha \) does not belong to \( F \), then \( -\alpha = N_{F(\gamma)/F}(-\gamma) \) and property 3 shows that \( (-\alpha, \alpha) = 0 \).

(4): If \( \beta \notin \varphi(F) \), then \( L = F(\gamma) \neq F \) for a root \( \gamma \) of the polynomial \( X^p - X - \beta \); \( L/F \) is an abelian extension of degree \( p \), and (1.5) shows that \( N_{L/F} L^* \neq F^* \). For an element \( \alpha \in F^* \), such that \( \alpha \notin N_{L/F} L^* \), we deduce by Theorem (4.2) that \( \Psi_F(\alpha) \) acts nontrivially on \( L \), i.e., \( \Psi_F(\alpha)(\gamma) \neq \gamma \) and \( (\alpha, \beta) \neq 0 \).

(5): Let \( A \) denote the set of those \( \alpha \in F^* \), for which \( (\alpha, \beta) = 0 \) for all \( \beta \in F \). Note that for \( \alpha, \beta \in F^* \) properties (1) and (2) imply

\[
(-\beta, \alpha \beta) = (-\alpha, \alpha \beta) = (\alpha, \alpha \beta) = -(\alpha, \alpha \beta).
\]

Hence, the condition \( \alpha \in A \) is equivalent to \( (\alpha, \alpha \beta) = 0 \) for all \( \beta \in F^* \) and to \( (-\beta, \alpha \beta) = 0 \) for all \( \beta \in F^* \). Then, if \( \alpha_1, \alpha_2 \in A \) we get \( (-\beta, (\alpha_1 + \alpha_2) \beta) = \ldots \)
(-\beta, \alpha_1 \beta) + (-\beta, \alpha_2 \beta) = 0$, and 
(-\beta, -\alpha_1 \beta) = (-\beta, \alpha_1 \beta) = 0$. This means that 
\(\alpha_1 + \alpha_2, -\alpha_1 \in A\). Obviously, \(\alpha_1 \alpha_2 \in A, \alpha_1^{-1} \in A\). Therefore, the set \(A \cup \{0\}\) is a 
subfield in \(F\). Further, \(F^p \subset A \cup \{0\}\) by property (1), and we obtain \(F^p \subset A \cup \{0\} \subset F\).

One can identify the field \(F\) with \(\mathbb{F}_q((\pi))\). Then the field \(F^p\) is identified with 
the field \(\mathbb{F}_q((\pi^p))\) and we obtain that the extension \(\mathbb{F}_q((\pi))/\mathbb{F}_q((\pi^p))\) is of degree \(p\). Hence, \(A \cup \{0\} = F^p\) or \(A \cup \{0\} = F\). As we saw in (5.4) \(\wp(F) \neq F\), and so property (4) shows that \((\alpha, \beta) \neq 0\) for some \(\beta \in F, \alpha \in F^*\). Thus, \(A \cup \{0\} \neq F\), i.e., 
\(A = F^{*p}\).

(6): If \(\theta \in \mathbb{F}_q\) and \(\gamma \in F^{\text{sep}}\), \(\gamma^p - \gamma = \theta\), then \(F(\gamma) = F\) or \(F(\gamma)/F\) is the unramified 
extension of degree \(p\). Remark in (1.2) and Theorem (4.2) imply 
\[(\pi, \theta) = \varphi_\pi(\gamma) - \gamma = \gamma^q - \gamma = \theta q^p + \theta q^p + \cdots + \theta = \text{Tr}_{\mathbb{F}_q/F}\theta.\]

Let \(a\) be a positive integer and \(\theta \in \mathbb{F}_q^*\). Then 
\[a(\pi, \theta \pi^a) = (\pi^a, \theta \pi^a) = (\theta \pi^a, \theta \pi^a) = (-1, \theta \pi^a) = 0,\]

since the group \(\mathbb{F}_q^*\) is \(p\)-divisible and \(-1 \in \mathbb{F}_q^p\). Hence \((\pi, \theta \pi^a) = 0\) for \(p \nmid a\). Finally, 
let \(a = p^s b\), where \(s > 0\) and \(p \nmid b, b > 0\). Then 
\[\theta \pi^a = (\theta \pi^{s-1} b)^p - \theta_1 \pi^{s-1} b + \theta \pi^{s-1} b \in \theta_1 \pi^{s-1} b + \wp(F),\]

where \(\theta_1^p = \theta\). Continuing in this way we deduce that \(\theta \pi^a = \theta_\pi \pi^b + \wp(\lambda),\) where 
\(\theta_\pi = \theta\) and \(\lambda \in F\). Then \((\pi, \theta \pi^a) = (\pi, \theta_\pi \pi^b) = 0\). We obtain property (6) and 
complete the proof.

**Corollary.** The pairing \((\cdot, \cdot)\) determines the nondegenerate pairing 
\[F^*/F^{*p} \times F/\wp(F) \to \mathbb{F}_p\]

**(5.5).** We introduce a map \(d_\pi\) which in fact coincides with \((\cdot, \cdot)\).

Let \(\pi\) be a prime element of a complete discrete valuation field \(F\) of characteristic 
\(p\) with the residue field \(\mathbb{F}_q\). Then an element \(\alpha \in F\) can be uniquely expanded as 
\[\alpha = \sum_{i \geq a} \theta_i \pi^i, \quad \theta_i \in \mathbb{F}_q.\]

Put 
\[\frac{d\alpha}{d\pi} = \sum_{i \geq a} i \theta_i \pi^{i-1}, \quad \text{res}_\pi \alpha = \theta_{-1}.\]

Define the Artin–Schreier pairing
\[d_\pi : F^* \times F \to \mathbb{F}_p, \quad d_\pi(\alpha, \beta) = \text{Tr}_{\mathbb{F}_q/F} \text{res}_\pi (\beta \alpha^{-1} \frac{d\alpha}{d\pi}).\]
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Proposition. The map \( d_\pi \) possesses the following properties:

1. **Linearity**
   
   \[
   d_\pi(\alpha_1 \alpha_2, \beta) = d_\pi(\alpha_1, \beta) + d_\pi(\alpha_2, \beta),
   \]
   
   \[
   d_\pi(\alpha, \beta_1 + \beta_2) = d_\pi(\alpha, \beta_1) + d_\pi(\alpha, \beta_2);
   \]

2. If \( \pi_1 \) is a prime element in \( F \), then
   
   \[
   d_\pi(\pi_1, \beta) = d_{\pi_1}(\pi_1, \beta) = \text{Tr}_{F_q/F_p} \theta_0,
   \]

   where \( \beta = \sum_{i \geq a} \theta_i \pi_1^i, \theta_i \in \mathbb{F}_q \).

Proof. (1): We have

\[
\frac{d(\alpha_1 \alpha_2)}{d\pi} = \frac{1}{\alpha_1 \alpha_2} \left( \frac{d\alpha_1}{d\pi} \alpha_1 + \frac{d\alpha_2}{d\pi} \alpha_2 \right),
\]

since \( \frac{d\alpha}{d\pi} \) can be treated as a formal derivative for the series \( \alpha(X) = \sum a_i X^i \). Hence, we get

\[
d_\pi(\alpha_1 \alpha_2, \beta) = d_\pi(\alpha_1, \beta) + d_\pi(\alpha_2, \beta),
\]

The other formula follows immediately.

(2): Let \( C = \mathbb{Z}[X_1, X_2, \ldots] \), where \( X_1, X_2, \ldots \) are independent indeterminates. Let \( X \) be an indeterminate over \( C \). Put

\[
\alpha(X) = X_1 X + X_2 X^2 + X_3 X^3 + \cdots \in C[[X]].
\]

For an element \( \sum_{j \geq a} \kappa_j X^j \in C[[X]] \), \( \kappa_i \in C \), we put

\[
\frac{d(\sum_{j \geq a} \kappa_j X^j)}{dX} = \sum_{j \geq a} j \kappa_j X^{j-1}, \quad \text{res}_X \sum_{j \geq a} \kappa_j X^j = \kappa_{-1}.
\]

Note that

\[
\text{res}_X \frac{d(\sum_{j \geq a} \kappa_j X^j)}{dX} = 0.
\]

Hence, for \( i \neq 0 \) we get

\[
\text{res}_X \left( \alpha(X)^{i-1} \frac{d\alpha(X)}{dX} \right) = \text{res}_X \left( \frac{1}{i} \frac{d(\alpha(X)^i)}{dX} \right) = 0.
\]

One can define a ring-homomorphism \( C[[X]] \rightarrow F \) as follows: \( X_i \in C \rightarrow \eta_i \in \mathbb{F}_q, X \rightarrow \pi \). The series \( \alpha(X) \) is mapped to \( \alpha(\pi) = \eta_1 \pi + \eta_2 \pi^2 + \cdots \in F \), and we conclude that

\[
\text{res}_\pi \left( \alpha(\pi)^{i-1} \frac{d\alpha(\pi)}{d\pi} \right) = 0 \quad \text{if} \quad i \neq 0.
\]

Now let \( \beta = \sum_{i \geq a} \theta_i \pi_1^i, \theta_i \in \mathbb{F}_q \). The definition of \( d_{\pi_1} \) shows that

\[
d_{\pi_1}(\pi_1, \beta) = \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p} \theta_0.
\]
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Writing \( \pi_1 = \eta_1 \pi + \eta_2 \pi^2 + \cdots = \alpha(\pi) \) with \( \eta_i \in \mathbb{F}_q \), we get

\[
d(\pi_1, \theta_1 \pi) = \text{res}_\pi \left( \theta_1 \pi^{i-1} \frac{d\pi_1}{d\pi} \right) = \text{res}_\pi \left( \theta_1 \alpha(\pi)^{i-1} \frac{d\alpha(\pi)}{d\pi} \right) = 0,
\]

if \( i \neq 0 \), and

\[
d(\pi_1, \theta_0) = \text{res}_\pi \left( \theta_0 \alpha(\pi)^{-1} \frac{d\alpha(\pi)}{d\pi} \right) = \text{res}_\pi (\theta_0 \alpha^{-1} + \delta) = \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p} \theta_0
\]

where \( \delta \in \mathcal{O}_F \). Thus \( d(\pi_1, \beta) = d(\pi_1, \beta) = \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p} \theta_0 \), as desired.

(5.6). Theorem. Let \( F \) be a complete discrete valuation field of characteristic \( p \) with the residue field \( \mathbb{F}_q \). Then the pairing \((\cdot, \cdot)\) defined in (5.4) coincides with \( d_{\pi} \) defined in (5.5). In particular, the pairing \( d_{\pi} \) does not depend on the choice of the prime element \( \pi \).

Proof. As the prime elements generate \( F^* \), it suffices to show, using property (1) of \((\cdot, \cdot)\) and property (1) of \( d_{\pi} \), that for a prime element \( \pi_1 \) in \( F \) the following equality holds:

\[
(\pi_1, \beta) = d_{\pi}(\pi_1, \beta), \quad \beta \in F.
\]

Let \( \beta = \sum_{i \geq a} \theta_i \pi_1 \). Then property (6) of \((\cdot, \cdot)\) and property (2) of \( d_{\pi} \) imply that

\[
(\pi_1, \beta) = d_{\pi}(\pi_1, \beta) = \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p} \theta_0,
\]

as desired. \( \square \)

Corollary. Let \( i \) be a positive integer, and \( B = \mathbb{F}_q \pi^{-i} + \cdots + \mathbb{F}_q \pi^{-1} + \mathbb{F}_q + \varphi(F) \). Then \( B \) is an additive subgroup of \( F \) and the set

\[
A = B^\perp = \{ \alpha \in F^* : (\alpha, \beta) = 0 \text{ for all } \beta \in B \}
\]

coincides with \( U_{i+1} F^* \).

Proof. For \( \theta, \eta \in \mathbb{F}_q \) one has

\[
d(1 + \eta \pi^j, \theta \pi^{-i}) = 0 \quad \text{if } j > i > 0.
\]

Hence, \( U_{i+1} F^* \subset A \). If we fix \( \eta \in \mathbb{F}_q \), then there exists an element \( \theta \in \mathbb{F}_q \) such that \( \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p}(\theta \eta) \neq 0 \). Therefore,

\[
d(1 + \eta \pi^j, \theta \pi^{-j}) = \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p}(j \theta \eta) \neq 0 \quad \text{for } p \nmid j.
\]

We also get \( d(\pi, \theta) = \text{Tr}_{\mathbb{F}_q/\mathbb{F}_p} \theta \). Thus, for an element \( \alpha \in F^* \) such that \( \alpha \notin U_{i+1} F^* \), there exists an element \( \beta \in B \) with \( (\alpha, \beta) = d_{\pi}(\alpha, \beta) \neq 0 \). This means that \( U_{i+1} F^* = A \), as required. \( \square \)
Remark. J. Tate in [T8] gave an interpretation of the residues of differentials in terms of traces of linear operators acting on infinite dimensional vector spaces (like $K((X))$ over $K$). A generalization of this idea to the tame symbol by using the theory of infinite wedge representations is contained in [AdCK].

(5.7). Using Artin–Schreier extensions we saw in (1.5) the connection between an open subgroup of prime index in $F^*$ and the norm subgroup $N_{L/F}L^*$ for a cyclic extension $L/F$ of the same degree. Now we can refine this connection in a different way, applying the pairings of $F^*$ defined above. We shall show, for instance, that every open subgroup $N$ of prime index $l$ in $F^*$ contains the norm subgroup $N_{L/F}L^*$ for some abelian extension $L/F$ if $\mu_l \subset F^*$. If char$(F) = 0$ or $l$ is relatively prime with $p$, then Theorem (5.2) shows that $N = N_{L/F}L^*$ for $L = F(\sqrt[N]{l})$, where $N^\perp$ is the orthogonal complement of $N$ with respect to the Hilbert symbol $(\cdot, \cdot)_l$. If $l = p = \text{char}(F)$ and $U_F \subset N$, then

$$N = (\pi^p) \times U_F$$

for a prime element $\pi$ in $F$. Taking an element $T \in F_q$ with $\text{Tr}_{F_q/F_p} \theta \neq 0$, we obtain

$$(\pi, \theta) \neq 0, \quad (\pi^p, \theta) = 0, \quad (\varepsilon, \theta) = 0$$

for $\varepsilon \in U_F$. Therefore, $N$ coincides with the orthogonal complement of $\theta + \varphi(F)$ with respect to the pairing $(\cdot, \cdot)$, and Proposition (5.4) shows that $N = N_{F(\gamma)/F}(\gamma)^*$ for $\gamma \in F^{\text{sep}}$ and $\gamma^p = \gamma = \theta$. If $U_F \not\subset N$, then one can find a positive integer $i$ such that $U_{i+1} \subset N$ and $U_i \not\subset N$ (since $N$ is open). If $B$ is as in Corollary (5.6), then $B^\perp = U_{i+1}F^{*p} \subset N$. Proposition (5.4) implies that $B^\perp \supset N_{L/F}L^*$ for $L = F(\varphi^{-1}(B))$ and hence $N_{L/F}L^* \subset N$.

One can show that $N = N_{L/F}L^*$ for $L = F(\varphi^{-1}(N^\perp))$, where $N^\perp$ is the orthogonal complement of $N$ with respect to the pairing $(\cdot, \cdot)$ (see Exercise 5).

Exercises.

1. Let $n$ be odd. Show that $(\beta, \beta)_n = (\beta, \beta)_n = 1$ for $\beta \in F^*$.
2. Let $p$ be an odd prime, and let $\zeta_p$ be a primitive $p$th root of unity.
   a) Show that $X^p - Y^p = \prod_{i=1}^{\frac{p-1}{2}} (\zeta_p^i X - \zeta_p^{-i} Y)$ and $\prod_{i=1}^{\frac{p-1}{2}} (\zeta_p^i - \zeta_p^{-i}) = p$.
   b) Put $c(\zeta_p) = \prod_{i=1}^{\frac{p-1}{2}} (\zeta_p^i - \zeta_p^{-i})$. Show that $c(\zeta_p)^2 = (-1)^{\frac{p-1}{2}} p$.
   c) For a natural $b$ put

$$\left( \frac{b}{p} \right) = \begin{cases} 0 & \text{if } p|b, \\ 1 & \text{if } p \nmid b, b \equiv a^2 \mod p, \\ -1, & \text{otherwise.} \end{cases}$$

Show that

$$\left( \frac{b}{p} \right) = c(\zeta_p^{\frac{b}{p}}).$$
IV. Local Class Field Theory. I

3. Let \( \alpha, \beta \) be units in \( \mathbb{Z} \).

4. For \( F \) defined in Exercise 7 in section 8 Ch. I, and \( F \) where \( \mathbb{Z}/p^2 \mathbb{Z} \) is an integer such that \( a \equiv 0 \) mod \( p, (-1)^a = (-1)^{a_0} \) for \( a = a_0 + 2a_1 + 2^2a_2 + \cdots \in \mathbb{Z}/2 \) with integers \( a_0, a_1, a_2, \ldots \).

5. For \( \alpha, \beta \in \mathbb{Q}_p^* \) put \( (\alpha, \beta)_{(\infty)} = 1 \), if \( \alpha > 0, \beta > 0 \), and \( = -1 \) otherwise. Show that \( \prod_{p \in P'} (\alpha, \beta)_{(p)} = 1 \) for \( \alpha, \beta \in \mathbb{Q}_p^* \), where the set \( P' \) consists of all positive primes and the symbol \( \infty \). Show that the last equality is equivalent to the quadratic reciprocity law.

6. Let \( F \) be a field of characteristic \( p \). Recall that the Witt theory establishes a one-to-one correspondence between subgroups \( B \) in \( W_n(F) \) with \( \varphi W_n(F) \subset B \) and abelian extensions \( L/F \) of exponent \( p^n \) \( B \leftrightarrow L = F(\varphi^{-1}(B)) \), where the map \( \varphi \) was defined in section 8 Ch. I, and \( F(\varphi^{-1}(B)) \) is the compositum of the fields \( F(\gamma_0, \gamma_1, \ldots, \gamma_{n-1}) \) such that \( \varphi \left( \gamma_0, \gamma_1, \ldots, \gamma_{n-1} \right) \in B \) (see [La1, Ch. VIII, Exercises 21–25]). This corresponds to Witt pairing

\[
\text{Gal}(F_n/F) \times W_n(F)/\varphi(W_n(F)) \to W_n(F_p)/\varphi(W_n(F_p))
\]

where \( F_n \) is the compositum of all extensions \( L/F \) as above, and there is an isomorphism

\[
\text{Hom}(G_F, \mathbb{Z}/p^n \mathbb{Z}) \cong W_n(F)/\varphi(W_n(F)).
\]
For a complete discrete valuation field $F$ of characteristic $p$ with residue field $\mathbb{F}_q$ define a map
\[(\cdot, \cdot)_n: F^* \times W_n(F) \to W_n(\mathbb{F}_p) \simeq \mathbb{Z}/p^n\mathbb{Z}\]
by the formula
\[(\alpha, x)_n = \Psi_F(\alpha)(z) = z,
\]
where $z \in W_n(F^{sep})$, and $\varphi(z) = x$. In particular, $(\cdot, \cdot)_n = (\cdot, \cdot)_1$. Show that the map $(\cdot, \cdot)_n$ determines a nondegenerate pairing
\[F^*/F^*p^n \times W_n(F)/\varphi W_n(F) \to W_n(\mathbb{F}_p) \simeq \mathbb{Z}/p^n\mathbb{Z}.
\]
Show that if $A$ is an open subgroup of finite index in $F^*$ such that $F^*p^n \subset A$, then $A = N_{L/F}L^*$ for $L = F((\varphi^{-1}(A^\perp)))$, where $A^\perp$ is the orthogonal complement of $A$ with respect to $(\cdot, \cdot)_n$. Conversely, if $B$ is a subgroup in $W_n(F)$, such that $\varphi W_n(F) \subset B$ and $B/\varphi W_n(F)$ is finite, then $B^\perp = N_{L/F}L^*$ for $L = F((\varphi^{-1}(B)))$. Passing to the injective limit, we obtain the nondegenerate pairing
\[(\cdot, \cdot)_\infty: F^* \times W \to \lim_{\to} \mathbb{Z}/p^n\mathbb{Z} \simeq \mathbb{Q}_p/\mathbb{Z}_p,
\]
where $W = \lim_{\to} W_n(F)/\varphi W_n(F)$ with respect to the homomorphisms
\[W_n(F)/\varphi W_n(F) \to W_{n+1}(F)/\varphi W_{n+1}(F),
\]
\[(\alpha_0, \ldots) + \varphi W_n(F) \to (0, \alpha_0, \ldots) + \varphi W_{n+1}(F).
\]
Note that the group $W$ is dual to the Galois group of the maximal abelian $p$-extension of $F$ over $F$.

7. (a) Let $\pi$ be a prime element in $F$, $\text{char}(F) = p$, and $[F^*: \mathbb{F}_p] = f$. Let
\[d_{\pi,n}: F^* \times W_n(F) \to W_n(\mathbb{F}_p),
\]
be the map defined by the formula $d_{\pi,n}(\alpha, x) = (1 + F^* + \cdots + F^{f-1})y$, where the map $F$ was defined in section 8 Ch. I. $y \in W_n(\mathbb{F}_p)$, and its ghost component $y^{(m)} = \text{res}_\pi \left( \alpha^{-1} \frac{d\alpha}{dt} x^{(m)} \right)$, where $x^{(m)}$ is the ghost component of $x$ (more precisely one needs to pass from $F^*$ to a ring of characteristic zero from which there is a surjective homomorphism to $F$ (e.g. $\mathbb{Z}_p((t))$) and operate with the ghost components at that level, returning afterwards to Witt vectors over $F$). Show that $d_{\pi,n} = (\cdot, \cdot)_n$.

8. (o) (Y. Kawada, I. Satake [KwS]) Let $F^*$ be of characteristic $p$ with the residue field $\mathbb{F}_q$. Let $\pi$ be a prime element in $F$, $\theta$ a generator of $\mu_{q-1}$. Put $F_1 = F(\sqrt[q]{\pi}, \sqrt[q]{\theta}) = F(\sqrt[q]{F^*})$. Then Kummer theory and the same symbol determine the homomorphism
\[\Psi_1: F^* \to G_1 = \text{Gal}(F_1/F).
\]
Let $F_2$ be the maximal abelian $p$-extension of $F$. The Witt theory and the pairings $d_{\pi,n}$ determine the homomorphism $\Psi_2: F^* \to G_2 = \text{Gal}(F_2/F)$ (the group $G_2$ is dual to $W$ defined in Exercise 6). Introduce $\Psi_3: F^* \to G_3 = \text{Gal}(F^{ur}/F)$ by the formula $\Psi_3(\alpha) = \varphi_F^{\nu}(\alpha)$ for $\alpha \in F^*$. 

5. Pairings of the Multiplicative Group 153
IV. Local Class Field Theory. I

Prove that $\Psi_i$ are compatible with each other and therefore induce a homomorphism $\Psi: F^* \to \text{Gal}(F^{ab}/F)$ which coincides with the reciprocity map $\Psi_F$. This way one can construct class field theory for the fields of positive characteristic.

9. Show that the assertions of this section hold also for a Henselian discrete valuation field of characteristic 0 with finite residue field. What can be said about the case of positive characteristic?

6. The Existence Theorem

In this section we exhibit an additional feature of the reciprocity map which is expressed by the existence theorem. We show in (6.2) that the set of all open subgroups of finite index in $F^*$ and the set of all norm subgroups $N_{L/F}L^*$ for finite Galois extensions $L/F$ coincide. Then we discuss additional properties of the reciprocity map $\Psi_F$ in (6.3) and (6.4). A relation to the first continuous Galois cohomology group with coefficients in the completion of the separable closure of the field in characteristic zero is discussed in (6.5). Finally in (6.6) we describe two first generalizations of class field theory.

We continue to assume that $F$ is a complete discrete valuation field with finite residue field.

(6.1). Proposition. Let $L$ be a finite separable extension of $F$. Then the norm map $N_{L/F}: L^* \to F^*$ is continuous and $N_{L/F}L^*$ is an open subgroup of finite index in $F^*$.

Proof. Let $E/F$ be a finite Galois extension with $L \subset E$. Then, by Theorem (4.2), $N_{E/F}E^*$ is of finite index in $F^*$. The Galois group of the extension $E/F$ is solvable by (1.2). Therefore, in order to show that $N_{L/F}L^*$ is open, it suffices to verify that the norm map for a cyclic extension of prime degree transforms open subgroups to open subgroups. This follows from the description of the behavior of the norm map in Propositions (1.2), (1.3), (1.5) Ch. III. Similarly, the same description of the norm map implies that the pre-image $N_{M/F}^{-1}$ of an open subgroup is an open subgroup for a cyclic extension $M/F$. Therefore, the pre-image $N_{E/F}^{-1}$ of an open subgroup $N$ in $F^*$ is an open subgroup in $E^*$. Since $N_{L/F}^{-1}(N) \supset N_{E/L}(N_{E/F}^{-1}(N))$, we obtain that $N_{L/F}^{-1}(N)$ is open in $L^*$ and $N_{L/F}$ is continuous.

Corollary. The Hilbert symbol $(\cdot, \cdot)_n$ is a continuous map of $F^* \times F^*$ to $\mu_n$.

Proof. It follows from property (5) of the Hilbert symbol and the Proposition.
(6.2). **Theorem (“Existence Theorem”).** There is a one-to-one correspondence between open subgroups of finite index in $F^*$ and the norm subgroups of finite abelian extensions: $N \leftrightarrow N_{L/F}L^*$. This correspondence is an order reversing bijection between the lattice of open subgroups of finite index in $F^*$ (with respect to the intersection $N_1 \cap N_2$ and the product $N_1N_2$) and the lattice of finite abelian extensions of $F$ (with respect to the intersection $L_1 \cap L_2$ and the compositum $L_1L_2$).

**Proof.** We verify that an open subgroup $N$ of finite index in $F^*$ coincides with the norm subgroup $N_{L/F}L^*$ of some finite abelian extension $L/F$. It suffices to verify that $N$ contains the norm subgroup $N_{L/F}L^*$ of some finite separable extension $L/F$.

Indeed, in this case $N$ contains $N_{E/F}E^*$, where $E/F$ is a finite Galois extension, $E \supset L$. Then by Proposition (4.1) we deduce that $N = N_{M/F}M^*$, where $M$ is the fixed field of $(N, E/F)$ and $M/F$ is abelian.

Assume now that $n \in N \in F^*$. If $n \in N$, then $N \subset N_{L/F}L^*$ of some finite abelian extension $L/F$, since $F^n$ is of finite index in $F^*$. Then $N_{L/F}L^* \subset N$. If $n \notin N$, then put $F_1 = F(n)$. By the same arguments, $F_1^n = N_{L_{1}/F_1}L^*$ for some finite abelian extension $L/F_1$. Then $N_{L_{1}/F_1}L^* \subset F^n \subset N$.

Assume now that $\text{char}(F) = p$, where $n$ is the index of $N$ in $F^*$. If $n \subset F^*$, then Theorem (5.2) shows that $F^n = N_{L/F}L^*$ for some finite abelian extension $L/F$.

Assume that $\text{char}(F) = n$, where $n$ is the index of $N$ in $F^*$. If $n \subset F^*$, then $N_{L/F}L^* \subset N$. By the induction assumption, $N_{L/F}L^*$ is of index 1 or $p$ in $N_{L_1/F_1}L_1^*$. In the first case $N \supset N_{L_1/F_1}L_1^*$, and in the second case let $L/L_1$ be a finite separable extension with $N_{L_1/F_1}L_1^* \supset N_{L_1/F_1}L^*$; then $N \supset N_{L_1/F_1}L^*$.

For an open subgroup $N$ of index $n$ in $F^*$ with $p \mid n$ we now take open subgroups $N_1$ and $N_2$ of indices $n$ and $m$, respectively, in $F^*$ such that $N \subset N_1, N_2$. Then $N = N_1 \cap N_2 \supset N_{L_1/F_1}L_1^* \cap N_{L_2/F_2}L_2^* \supset N_{L_1L_2/F}(L_1L_2)^*$ and we have proved the desired assertion for $N$.

Finally, Proposition (4.1) implies all remaining assertions.

**Corollary.**

1. The reciprocity map $\Psi_F$ is injective and continuous.
2. For $n \geq 0$ it maps $U_n, F$ isomorphically onto $G(n)$, where $G = \text{Gal}(F_{ab}/F)$.
3. Every abelian extension with finite residue field extension is arithmetically profinite.
4. Every abelian extension has integer upper ramification jumps.

**Proof.**

(1) By Theorem (4.2) the preimage $\Psi_F^{-1}(G)$ of an open subgroup $G$ of the group $\text{Gal}(F_{ab}/F)$ coincides with $N_{L/F}L^*$, where $L$ is the fixed field of $G$. Hence, $\Psi_F^{-1}(G)$ is open and $\Psi_F$ is continuous. Since the intersection of all norm subgroups
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coincides with the intersection of all open subgroups of finite index in \( F^* \), we conclude that \( \Psi_F \) is injective.

(2) By Theorem (3.5) \( \Psi_{L/F}(U_{n,F}N_{L/F}L^*) = \text{Gal}(L/F)(n) \) for every finite abelian extension \( L/F \). We deduce that \( \Psi_F(U_{n,F}) \) is a dense subset of \( G(n) \). Since in our case \( U_{n,F} \) is compact, we conclude that \( \Psi_{F}(U_{n,F}) = G(n) \).

(3) Due to the definition of the upper ramification filtration in (3.5) Ch. III for an abelian extension \( L/F \) we know that \( \text{Gal}(L/F)(n) \) is the image of \( G(n) \) in \( \text{Gal}(L/F) \). Since every \( G(n) \) has finite index in \( G(0) \) by (2), we deduce that every \( \text{Gal}(L/F)(x) \) has finite index in \( \text{Gal}(L/F) \). Thus, \( L/F \) is arithmetically profinite by Remark 1 in (5.1) Ch. III.

(4) Let \( L/F \) be an abelian extension and let \( T \) be its maximal unramified subextension. For an upper ramification jump \( x \) of \( L/F \) from the proof of (3) we know that \( \text{Gal}(L/F)(x+1) \) has finite index in \( \text{Gal}(L/F)(0) = \text{Gal}(L/T) \). Therefore, the fixed field \( E \) of \( \text{Gal}(L/F)(x+1) \) is a finite abelian extension of \( T \). Let \( E = T(\alpha) \). The monic irreducible polynomial of \( \alpha \) has coefficients in some finite subextension \( R \) of \( F \) in \( T \). The jump \( x \) corresponds to the jump \( x \) of \( \text{Gal}(R(\alpha)/F) \) and therefore is integer by Theorem (3.5).

Remarks.

1. Lemma (1.4) implies that one may omit the word “open” in the Theorem if \( \text{char}(F) = 0 \), but not if \( \text{char}(F) \neq 0 \).

2. Theorems (3.3) and (6.2) can be reformulated as the existence of a canonical isomorphism between the group \( X(\text{Gal}(F^{\text{sep}}/F)) \) of all continuous characters of the profinite group \( \text{Gal}(F^{\text{sep}}/F) \) and the group \( X(F^*) \) of all continuous characters of finite order of the abelian group \( F^* \). As a generalization, a part of the local Langlands programme predicts existence of a certain bijection, satisfying some properties, between isomorphism classes of complex irreducible smooth representations of \( GL_n(F) \) and isomorphism classes of complex \( n \)-dimensional semi-simple Weil–Deligne representations of the so called Weil group (closely related to \( \text{Gal}(F^{\text{sep}}/F) \)). This approach is often called a nonabelian class field theory. For introductory texts to the programme see Bibliography. Efforts of many mathematicians culminated in two proofs of this part of the Langlands programme by G. Henniart [Henn3] and M. Harris–R. Taylor [HT] in characteristic zero and in positive characteristic by G. Laumon–M. Rapoport–U. Stuhler [LRS], L. Lafforgue [L]. The proofs are quite difficult, and it is likely to take many years before the subject reaches the state of relative completion. In section 8 one can find an arithmetically oriented noncommutative generalization of the local reciprocity map.

Definition. The field \( L \), which is an abelian extension of finite degree over \( F \), with the property \( N_{L/F}L^* = N \) is called the class field of the subgroup \( N \subset F^* \).
Now we will generalize Theorem (6.2) for abelian (not necessarily finite) extensions of $F$. For an abelian extension $L/F$, we put

$$N_{L/F}L^* = \bigcap_M N_{M/F}M^*,$$

where $M$ runs through all finite subextensions of $F$ in $L$. Then the norm subgroup $N_{L/F}L^*$, as the intersection of closed subgroups, is closed in $F^*$. Theorem (4.2) implies that $N_{L/F}L^* = \bigcap_M \Psi_F^{-1}(\text{Gal}(F^{ab}/M)) = \Psi_F^{-1}(\text{Gal}(F^{ab}/L))$. Moreover, for a closed subgroup $N$ in $F^*$ denote the topological closure of $\Psi_F(N)$ in $\text{Gal}(F^{ab}/F)$ by $G(N)$. In other words, $G(N)$ coincides with the intersection of all open subgroups $H$ in $\text{Gal}(F^{ab}/F)$ with $H \supset \Psi_F(N)$. If an element $\alpha \in F^*$ belongs to $\Psi_F^{-1}(G(N))$, then the automorphism $\Psi_F(\alpha)$ acts trivially on the fixed field of an open subgroup $H$ with $H \supset \Psi_F(N)$. From Theorem (4.2) we deduce that $\alpha \in \bigcap_M N_{M/F}M^*$, where $M$ corresponds to $H$. We conclude that $N = N_{L(N)/F}L^*(N)$ for the fixed field $L(N)$ of $G(N)$ (or of $\Psi_F(N)$).

One can ask whether $L/F \rightarrow N = N_{L/F}L^* \rightarrow L(N)/F$ is the identity map. To answer this question, first consider the following situation. Let $L/F$ be a finite abelian extension, and $L_0$ be the maximal unramified subextension of $F$ in $L$. Theorem (4.2) shows that $\Psi_F(U_F)|_L \subset \text{Gal}(L/L_0)$. Conversely, if $\sigma \in \text{Gal}(L/L_0)$ and $\sigma = \Psi_F(\alpha)|_L$ for $\alpha \in F^*$, then Theorem (4.2) implies that $\nu_F(\alpha) = 0$, i.e., $\alpha \in U_F$. Hence $\Psi_F(U_F)|_L = \text{Gal}(L/L_0)$. The extension $L^{ur}/F$ is abelian, and we similarly deduce that $\Psi_F(U_F)|_{L^{ur}} = \text{Gal}(L^{ur}/F^{ur})$. Since $U_F$ is compact and $\Psi_F$ is continuous, the group $\Psi_F(U_F)$ is closed and equal to $\text{Gal}(F^{ab}/F^{ur})$.

Using this, it is easy to show that if $L/F$ has finite residue field extension then $L = L_{(N)}$, and if $L/F$ has infinite residue field extension then $L = L_{(N)}F^{ur}$. One also deduces that for two abelian extensions $L_1/F$, $L_2/F$ if $N_{L_1/F}L_1 = N_{L_2/F}L_2 \not\subset U_F$ then $L_1 = L_2$, and if $N_{L_1/F}L_1 = N_{L_2/F}L_2 \subset U_F$ then $L_1F^{ur} = L_2F^{ur}$.

**Theorem.** The correspondence $L \rightarrow N_{L/F}L^*$ is an order reversing bijection between the lattice of abelian extensions of $F$ with finite residue field and the lattice of closed subgroups in $F^*$ which are not contained in $U_F$. The quotient group $F^*/N_{L/F}L^*$ for such extensions is isomorphic to $\text{Gal}(L/F)$.

**Proof.** Use the previous arguments and also the arguments in the proof of Proposition (4.2) and Theorem (6.2) (replacing the word “open” by “closed”).

Let $\pi$ be a prime element in $F$ and $\Psi_F(\pi) = \varphi$. Then $\varphi|_{F^{ur}} = \varphi_F$, and for the fixed field $F_{\pi}$ of $\varphi$ we get

$$F_{\pi} \cap F^{ur} = F, \quad F_{\pi}F^{ur} = F^{ab}$$

(the second equality can be deduced by the same arguments as in the proof of Proposition (2.1). The prime element $\pi$ belongs to the norm group of every finite subextension.
$L/F$ of $F_\pi/F$. The group $\text{Gal}(F_{\text{ab}}/F_\pi)$ is mapped isomorphically onto $\text{Gal}(F^\text{ur}/F)$ and the group $\text{Gal}(F_\pi/F)$ is isomorphic $\text{Gal}(F_{\text{ab}}/F^\text{ur})$. The latter group is often denoted by $I_F$ and called the *inertia subgroup* of $G^\text{ab}_F = \text{Gal}(F_{\text{ab}}/F)$.

We have

$$\text{Gal}(F_{\text{ab}}/F) \simeq \text{Gal}(F_\pi/F) \times \text{Gal}(F^\text{ur}/F), \quad \text{Gal}(F_\pi/F) \simeq U_F, \text{Gal}(F^\text{ur}/F) \simeq \widehat{\mathbb{Z}}$$

and

$$\Psi_F(F^*) = \langle \varphi \rangle \times \text{Gal}(F_{\text{ab}}/F^\text{ur}),$$

where $\langle \varphi \rangle$ is the cyclic group generated by $\varphi$. We observe that the distinction between $F^*$ and $\text{Gal}(F_{\text{ab}}/F)$ is the same as that between $\mathbb{Z}$ and $\widehat{\mathbb{Z}}$. So if we define the group $\widehat{F}^*$ as $\varprojlim F^*/U$ where $U$ runs over all open subgroups of finite index in $F^*$, then $\widehat{F}^* = U_F \times \widehat{\mathbb{Z}}$ and the reciprocity map $\Psi_F$ extends to the isomorphism (and homeomorphism of topological spaces)

$$\widehat{\Psi}_F: \widehat{F}^* \longrightarrow \text{Gal}(F_{\text{ab}}/F) = G^\text{ab}_F.$$ 

Define

$$\Upsilon_F = \widehat{\Psi}^{-1}_F: \text{Gal}(F_{\text{ab}}/F) \longrightarrow \widehat{F}^*.$$ 

Then $\Upsilon_F$ maps $I_F$ homeomorphically onto $U_F$.

The field $F_\pi$ can be explicitly generated by roots of iterated powers of the isogeny of a formal *Lubin–Tate group* associated to $\pi$. For this and other properties of $F_\pi$ see Exercise 6 of this section and Exercises 5–7 section 1 Ch. VIII.

**6.5.** Choose a prime element $\pi$. Then the surjective homomorphism $\text{Gal}(F_{\text{ab}}/F) \rightarrow \text{Gal}(F_\pi/F)$ induces the epimorphism $G_F \rightarrow I_F$. Its composition with the restriction of the reciprocity homomorphism $\Upsilon_F: I_F \rightarrow U_F$ defined in the previous subsection is a surjective homomorphism $\Phi_F = \Phi_{F,\pi}: G_F \rightarrow U_F$. Certainly, $\Phi_{F,\pi}$ is just a modification of $\Upsilon_F$: $\varphi = \Upsilon(\pi)$ instead of being sent to $\pi$ is sent to $1$, and $\Phi_{F,\pi}|I_F = \Upsilon_F|I_F$.

The homomorphism $\Phi_F$ can be viewed as an element of the group $H^1_c(G_F, F^*)$ of continuous cochains from $G_F$ to $F^*$ modulo coborders. Extend the target group $F^*$ replacing it with the multiplicative group $C^*$ of the completion $C$ of $F^\text{sep}$ with respect to the valuation on $F^\text{sep}$.

Now assume that $F$ is of characteristic zero. J. Tate proved [T2] that the group $H^1_c(G_F, C^*)$ is isomorphic to $H^1_c(G(E/F), E^*)$ where $E/F$ is any abelian extension with finite residue field extension and $\text{Gal}(E/F) \simeq \mathbb{Z}_p$. He proved that $H^0_c(G_F, C) = F^\text{sep}$ (for a simpler proof see [Ax]) and that $H^1_c(G_F, C)$ is a one-dimensional vector space over $F$ generated by the class of $\log \circ \Phi_F: G_F \rightarrow F$. His work shows that if $F$ is a finite Galois extension of $\mathbb{Q}_p$ and $\tau$ is a nontrivial element of $\text{Gal}(F/\mathbb{Q}_p)$, then there is a non-zero element $\alpha_\tau$ in the completion of $F_\pi$ such that

$$\Upsilon_F(\sigma) = (\alpha_\tau^{-1})^\tau \quad \text{for every } \sigma \in I_F.$$
For another proof which uses differential forms see [Fo3], see also Exercise 9. For a direct proof of the assertions of this paragraph see Exercise 8.

\textbf{(6.6).} Consider some generalizations of local class field theory (see also section 8 and the next chapter).

\textbf{Example 1.} The completion $\mathcal{F} = \mathcal{F}^\text{ur}$ is a local field with the residue field $\mathbb{F}_q^\text{sep}$, which is algebraically closed. As $\mathcal{F}^\text{ur}$ is Henselian, Theorem (2.8) Ch. II implies that the group $\text{Gal}(\mathcal{F}^\text{ur})^\text{ab}/\mathcal{F}^\text{ur}$ is embedded isomorphically onto the group $\text{Gal}(\mathcal{F}^\text{ur})^\text{ab}/\mathcal{F}^\text{ur}^\text{ab}$. Let $\pi$ be prime in $\mathcal{F}$, Proposition (4.2) Ch. II and (6.4) show that the former group can be identified with the projective limit $\lim_{\longleftarrow} \text{Gal}(\mathcal{F}_{n,\pi}/\mathcal{F}_n)$ where $\mathcal{F}_n$ is the unramified extension of $\mathcal{F}$ of degree $n$. The preceding considerations and Theorem (4.2) now imply the existence of the isomorphism $\Psi : \lim_{\longleftarrow} \mathcal{U} \mathcal{F}_n \longrightarrow \text{Gal}(\mathcal{F}^\text{ab}/\mathcal{F})$, where the projective limit is taken with respect to the norm maps. For a finite abelian extension $\mathcal{L}/\mathcal{F}$ there is an exact sequence

$$\cdots \rightarrow \pi_1(\mathcal{U}_L) \xrightarrow{\nabla} \pi_1(\mathcal{U}_F) \xrightarrow{\partial} \pi_0(\mathcal{V}_L) \rightarrow \pi_0(\mathcal{U}_L) \rightarrow \cdots$$

where $\mathcal{V}_L$ is the kernel of the norm map $\mathcal{N}_{\mathcal{L}/\mathcal{F}}: \mathcal{U}_L \rightarrow \mathcal{U}_F$. Since $\mathcal{U}_L$ is connected and the connected component of $\mathcal{V}_L$ is $U(L/\mathcal{F})$ defined in (1.7), Proposition (1.7) and the previous sequence induce the reciprocity map

$$\pi_1(\mathcal{U}_F)/\mathcal{N}_{\mathcal{L}/\mathcal{F}} \pi_1(\mathcal{U}_L) \rightarrow \text{Gal}(\mathcal{L}/\mathcal{F})^\text{ab}.$$

One shows that the corresponding reciprocity map $\pi_1(\mathcal{U}_F) \rightarrow \text{Gal}(\mathcal{F}^\text{ab}/\mathcal{F})$ is an isomorphism [Se2].

This theory can be also deduced from the approach discussed above for the field $\mathcal{F}$ with residue field $\mathbb{F}_q^\text{sep}$, and for the general case see Exercise 4 section 3 of the next chapter.

\textbf{Example 2.} Let $\mathcal{F}$ be an infinite separable extension of a complete discrete valuation field $F$ with residue field $\mathbb{F}_q$. Put $\mathcal{F}^\times = \lim_{\longleftarrow} M^*$, where $M$ runs all finite
subextensions of $F$ in $\mathcal{F}$ and the projective limit is taken with respect to the norm maps. Assume that the residue field of $\mathcal{F}$ is finite. Then for an element $A = (\alpha_M) \in \mathcal{F}^\times$ we put $v(A) = v_M(\alpha_M)$ for $M$ containing $\mathcal{F} \cap F^\text{fur}$; $v$ is a homomorphism of $\mathcal{F}^\times$ onto $\mathbb{Z}$.

If $\mathcal{L}/\mathcal{F}$ is a finite separable extension, then it is a straightforward exercise to define the norm map $N_{\mathcal{L}/\mathcal{F}}: \mathcal{L}^\times \to \mathcal{F}^\times$. It can be shown that $v(N_{\mathcal{L}/\mathcal{F}}\mathcal{L}^\times) = f(\mathcal{L}/\mathcal{F})\mathbb{Z}$. If $\mathcal{L}/\mathcal{F}$ is a finite Galois extension, then $\text{Gal}(\mathcal{L}/\mathcal{F})$ acts on $\mathcal{L}^\times$, and the set of fixed elements with respect to this action coincides with $\mathcal{F}^\times$. One can verify the assertions analogous to those of sections 2–4 and show that there is an isomorphism

$$
\Upsilon_{\mathcal{L}/\mathcal{F}}: \text{Gal}(\mathcal{L}/\mathcal{F})^\text{ab} \to \mathcal{F}^\times / N_{\mathcal{L}/\mathcal{F}}\mathcal{L}^\times
$$

(for more details see [Sch], [Kaw2], [N3, Ch. II, section 5]).

In the particular case of arithmetically profinite extension $\mathcal{F}/F$, the group $\mathcal{F}^\times$ is identified with $N(\mathcal{F}/F)^\times$, and $\text{Gal}(\mathcal{L}/\mathcal{F})^\text{ab}$ is identified with $\text{Gal}(N(\mathcal{L}/F)/N(\mathcal{F}/F))^\text{ab}$. We obtain isomorphisms $\text{Gal}(N(\mathcal{L}/F)/N(\mathcal{F}/F))^\text{ab} \cong \text{Gal}(\mathcal{L}/\mathcal{F})^\text{ab} \cong \mathcal{F}^\times / N_{\mathcal{L}/\mathcal{F}}\mathcal{L}^\times \cong N(\mathcal{F}/F)/N_{\mathcal{L}/\mathcal{F}}N(\mathcal{L}/F)^\times$. Thus, the reciprocity $\Upsilon_{\mathcal{L}/\mathcal{F}}$ in characteristic $p$ or zero is connected with the reciprocity map $\Upsilon_{N(\mathcal{L}/F)/N(\mathcal{F}/F)}$ in characteristic $p$. See also Exercise 7.

Exercises.

1. Show that the map $(\cdot, \cdot)_n: F^* \times W_n(F) \to W_n(F_p)$ (see Exercise 6 section 5) is continuous with respect to the discrete topologies on $W_n(F), W_n(F_p)$.

2. Prove Theorem (6.2) using Artin–Schreier extensions and the considerations of (1.5) instead of the pairings of $F^*$ of section 5.

3. By using Exercise 2a) section 4 find another proof of the local Kronecker–Weber Theorem, different from the proof in Exercise 6 section 1. Show that the assertion the theorem does not hold if $Q_p$ is replaced by $Q_p(\zeta_p)$.

4. Show that the closed subgroups in $U_F$ are in one-to-one correspondence with the abelian extensions $L/F$ such that $F^\text{fur} \subseteq L$.

5. Prove the existence Theorem for a Henselian discrete valuation field of characteristic 0 with finite residue field (see Exercise 4 section 4 and Exercise 9 section 5). For the case of characteristic $p$ see p. 160 of [Mi].

6. A field $E \subseteq F^\text{ab}$ is said to be a frame field if $E \cap F^\text{fur} = F$ and $E^\text{fur} = F^\text{ab}$.
   a) Show that $\text{Gal}(F^\text{ab}/F) \cong \text{Gal}(F^\text{ab}/E) \times \text{Gal}(F^\text{ab}/F^\text{fur})$ for a frame field $E$.
   b) Let $\varphi \in \text{Gal}(F^\text{ab}/F)$ be an extension of the Frobenius automorphism $\varphi_F$. Show that the fixed field $E_\varphi$ of $\varphi$ is a frame field and that the correspondence $\varphi \mapsto E_\varphi$ is a one-to-one correspondence between extensions of $\varphi_F$ and frame fields.
   c) Show that the correspondence $\pi \mapsto \Psi_F(\pi)$ is a one-to-one correspondence between prime elements in $F$ and extensions of $\varphi_F$. Therefore, the correspondence $\pi \mapsto F_\pi$ is a one-to-one correspondence between prime elements in $F$ and frame fields.
   d) $\pi \in N_{L/F}L'$ for some prime element $\pi$ if and only if $L \cap F^\text{fur} = F$.

Further information on the field $F_\pi$ can be deduced using Lubin–Tate formal groups, see Exercises 5–7 section 1 Ch. VIII.

7. (c) Let $F$ be a local field with finite residue field, and let $L$ be a totally ramified infinite arithmetically profinite extension of $F$. Let $N = N(L/F)$. Show that there is a homomor-
8. (c) Let $F$ be of characteristic zero. Let $E/F$ be a totally ramified Galois extension with the group isomorphic to $\mathbb{Z}$. Let $\sigma$ be a generator of $\text{Gal}(E/F)$. Denote by $\widehat{E}$ the completion of $E$. Denote by $E_n$ the subextension of degree $p^n$ over $F$.

a) Let $\varepsilon \in N_{E/F}U_E$. Using properties of the Hasse–Herbrand function and Exercise 2 section 5 Ch. III show that there exist $\eta_n \in E_n^*$ such that $\varepsilon p^n = N_{E_n/F} \eta_n$ and $v_{E_n}(\eta_n - 1) \geq p^{n - n_0}e(F/\mathbb{Q}_p)(n - n_0)$ for some $n_0$ and all sufficiently large $n$. Deduce that $\eta_n$ tends to 1 when $n$ tends to infinity. Write $\varepsilon = \eta_n\gamma_n^{-1}$ with $\gamma_n \in E_n^*$. Show that the limit $\gamma$ of $\gamma_n$ exists in $\widehat{E}^*$ and $\varepsilon = \gamma^\sigma - 1$. Deduce that $N_{E/F}U_E \subseteq F^* \cap \widehat{E}^{*\sigma - 1}$.

b) Using a) show that the operator $N_{E_n/F}: \widehat{E}^* \to \widehat{E}^*$ is surjective. Then using the description of the reciprocity map in section 2 show that every $\varepsilon \in F^* \cap \widehat{E}^{*\sigma - 1}$ belongs to $N_{E/F}U_E$.

c) Deduce that $N_{E/F}U_E = F^* \cap \widehat{E}^{*\sigma - 1}$ and $\widehat{E}^{*\sigma - 1}$ coincides with the closure of $U_n N_{E_n/E_n}E_n^*$.

d) Deduce from c) that if $F/\mathbb{Q}_p$ is a finite Galois extension and $\tau$ is a non-trivial element of $\text{Gal}(F/\mathbb{Q}_p)$, then there is a non-zero element $\alpha_{\tau}$ in the completion of $F_\tau$ such that $\gamma^{-1} = \alpha_{\tau}^\sigma - 1$ for every $\sigma \in I_F$.

e) Show that the class of $\Phi_F$ in $H^1_2(G_F, C^*)$ is nontrivial.

Now, using the logarithm and two linear algebra–Galois theory exercises in [S6, Exercises 1–2 Appendix to Ch. III] one easily deduces avoiding Hodge–Tate theory that $H^1_2(G_F, C)$ is a one-dimensional vector space over $F$ generated by the class of $\log \Phi_F: G_F \to F$. It follows from c) that the class of $\log \Phi_{F, \tau}$ in $H^1_2(G_F, C)$ coincides with the class of $\log \Phi_{F/\mathbb{Q}_p, F/\mathbb{Q}_p}: G_F \to F$.

9. (c) [J.-M. Fontaine [Fo3]] Let $F$ be a local field of characteristic zero. Let $v$ be the valuation on $C$ normalized by $v(\pi_F) = 1$ where $\pi_F$ is a prime element of $F$. Denote by $\Omega$ the module of relative differential forms $\Omega_{\mathcal{O}_{L/F}}/\mathcal{O}_F$. For a $G_F$-module $M$ put $T_p(M) = \lim_{\leftarrow} p^n M$ where $p^n M$ stands for the $p^n$-torsion of $M$. For example, $T_p(F^{\text{sep}})$ is a free $\mathbb{Z}_p$-module of rank 1 with generator $\zeta$ and $G_F$-action given by $\sigma(\zeta) = \chi(\sigma)\zeta$ where $\chi: G_F \to \mathbb{Z}_p^\times$ is the so-called cyclotomic character: choose for every $n$ a primitive $p^n$th root $\zeta_{p^n}$ of unity such that $\zeta_{p^{n+1}} = \zeta_{p^n}$, then $\sigma(\zeta_{p^n}) = \zeta_{p^n}(\sigma)$. Denote $M(1) = M \otimes_{\mathbb{Z}_p} T_p(F^{\text{sep}})$.

a) Show that $\Omega_{\mathcal{O}_L/\mathcal{O}_F} = \mathcal{O}_L \delta \pi_L$ for a finite extension $L/F$, where $\pi_L$ is a prime element of $L$. Denote by $d_F$ the non-negative integer such that the ideal $\{\alpha \in \mathcal{O}_F : \chi(\alpha) = 1\}$ is equal to $\mathcal{O}_F^{d_F}$.

b) Show that if $E/F$ is a subextension of a finite extension $L/F$, then the sequence

$$0 \to \Omega_{\mathcal{O}_E/\mathcal{O}_F} \otimes_{\mathcal{O}_E} \mathcal{O}_L \to \Omega_{\mathcal{O}_L/\mathcal{O}_F} \to \Omega_{\mathcal{O}_L/\mathcal{O}_E} \to 0$$

is exact.
c) Define \( g: F_{\text{sep}}(1) \rightarrow \Omega, \quad \alpha/p^n \otimes \zeta \mapsto \alpha^{d_F/n} \cdot \zeta^{d_F/n} \) where \( \alpha \in \Omega_{F_{\text{sep}}} \). Show that this map is a well-defined surjective \( G_F \)-homomorphism. Show that its kernel equals to \( A(1) \) where
\[
A = \{ \alpha \in F_{\text{sep}} : v(\alpha \pi^{1/(p-1)}_F) + d_F/e(F|Q_p) \geq 0 \}.
\]
d) Deduce that there is an isomorphism of \( G_F \)-modules \( p^n\Omega \cong (A/p^n A)(1) \) and
\[
T_p(\Omega) \otimes_{Z_p} Q_p \cong C(1).
\]

10. Let \( M \) be the maximal abelian extension of the maximal abelian extension of the maximal abelian extension of \( F \). Show, using the notations of Exercise 3 sect. 3 Ch. III, that \( B(M/F) \) is dense in \([0, +\infty)\) and deduce that every nonnegative real number is an upper ramification jump of \( M/F \). Therefore, every nonnegative real number is an upper ramification jump of \( F_{\text{sep}}/F \).

7. Other approaches to the local reciprocity map

In this section we just briefly review other approaches to local class field theory.

We keep the conventions on \( F \).

(7.1). The approaches of Hazewinkel and Neukirch for local fields with finite residue field can be developed without using each other, see [Haz1–2], [Iw5], [N4–5]; but each of them has to go through some “unpleasant” lemmas.

In characteristic \( p \) there is a very elegant elementary approach by Y. Kawada and I. Satake [KwS] which employs Artin–Schreier–Witt theory, see Exercise 8 section 5.

(7.2). The maximal abelian totally ramified extension of \( Q_p \) coincides with \( Q_p(\mu_{p^{\infty}}) \) where \( \mu_{p^{\infty}} \) is the group of all roots of order a power of \( p \) (see Exercise 3 section 6). By using formal Lubin–Tate groups associated to a prime element \( \pi \) one can similarly construct the field \( F_\pi \) of (6.5). Due to explicit results on the extensions generated by roots of iterated powers of the isogeny of the formal group (see Exercises 5–7 section 1 Ch. VIII), one can develop an explicit class field theory for local fields with finite residue field, see for instance [Iw6]. Disadvantage of this approach is that it is not apparently generalizable to local fields with infinite residue field.

(7.3). All other approaches prove and use the fact (or its equivalent) that for the Brauer group of a local field \( F \) there is a (canonical) isomorphism
\[
\text{inv}_F: Br(F) \rightarrow Q/Z.
\]

Historically this is the first approach [Schm], [Ch1].

Recall that the Brauer group of a field \( K \) is the group of equivalence classes of central simple algebras over \( K \). A finite dimensional algebra \( A \) over \( K \) is called central simple if there exists a finite Galois extension \( L/K \) such that the algebra
viewed over \( L \) isomorphic to a matrix algebra over \( L \) (in this case \( A \) is said to split over \( L \)). A central simple algebra \( A \) over \( K \) is isomorphic to \( M_m(D) \) where \( D \) is a division algebra with centre \( K \), \( m \geq 1 \). Two central simple algebras \( A, A' \) are said to be equivalent if the associated division algebras are isomorphic over \( K \). The group structure of \( \text{Br}(K) \) is given by the class of the tensor product of representatives.

A standard way to prove the assertion about \( \text{Br}(F) \) is the show that every central simple algebra over \( F \) splits over some finite unramified extension of \( F \), and then using \( \text{Gal}(F_{\text{ur}}/F) \cong \text{Gal}(F_{\text{sep}}/F) \) reduce the calculation to the fact that the group of continuous characters \( X_{F_{\text{q}}} \) of \( G_{F_{\text{q}}} \) is canonically (due to the canonical Frobenius automorphism) isomorphic with \( \mathbb{Q}/\mathbb{Z} \). For proofs of the existence of the isomorphism \( \text{inv}_F \) see for instance [W, Ch. XII] or a cohomological calculation in [Se3, Ch. XII] or a review of the latter in [Iw6, Appendix].

Now let a character \( \chi \in X_F = \text{Hom}_c(G_F, \mathbb{Q}/\mathbb{Z}) \) correspond to a cyclic extension \( L/F \) of degree \( n \) with generator \( \sigma \) such that \( \chi(\sigma) = 1/n \). For every element \( \alpha \in F^* \) there is a so called cyclic algebra \( A_{\alpha,\chi} \) defined as \( \oplus_{i=0}^{n-1} L_\beta^i \) where \( \beta^n = \alpha \), \( a\beta = \beta \cdot \sigma(a) \) for every \( a \in L \). We have a pairing

\[
F^* \times X_F \longrightarrow \mathbb{Q}/\mathbb{Z}, \quad (\alpha, \chi) \mapsto \text{inv}_F([A_{\alpha,\chi}]).
\]

This pairing induces then a homomorphism

\[
F^* \longrightarrow \text{Gal}(F_{\text{ab}}/F) = \text{Hom}(X_F, \mathbb{Q}/\mathbb{Z}).
\]

Then one proves that this homomorphism possesses all nice properties, i.e. establishes local class field theory for abelian extensions.

If the field \( F \) contains a primitive \( n \)th root of unity, then Kummer theory supplies a homomorphism from \( F^*/F^{*n} \) to the \( n \)-torsion subgroup \( nX_F \) and the resulting pairing \( F^*/F^{*n} \times F^*/F^{*n} \rightarrow \frac{1}{n}\mathbb{Z}/\mathbb{Z} \) after identifications coincides with the Hilbert symbol in (5.1)–(5.3). Similarly, if \( F \) is of characteristic \( p \) then Artin–Schreier theory supplies a homomorphism \( F/\psi(F) \rightarrow pX_F \) which then induces a pairing \( F^*/F^{*p} \times F/\psi(F) \rightarrow \frac{1}{p}\mathbb{Z}/\mathbb{Z} \) which after identifications coincides with the pairing of (5.4)–(5.5).

The just described approach does not require cohomological tools and was known before the invention of those.

(7.4). Using cohomology groups one can perhaps simplify the proofs in the approach described in (7.3). From our point of view the exposition of class field theory for local fields with finite residue field given in this chapter is the most appropriate for a beginner; at a later stage the cohomological approach can be mastered. The real disadvantage of the cohomological approach is its unexplicitness whereas the approach in this chapter in addition to quite an explicit nature can be easily extended to many other situations.

If \( L \) is a finite Galois extension of \( F \) then one has an exact sequence

\[
1 \rightarrow H^2(\text{Gal}(L/F), L^*) \rightarrow \text{Br}(F) \rightarrow \text{Br}(L) \rightarrow 1
\]
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and $\text{Br}(F)$ is the union of classes of algebras which split over $L$ (i.e. the image of all $H^2(\text{Gal}(L/F), L^*)$ for all finite Galois extensions $L/F$). So $\text{inv}_F$ induces a canonical isomorphism

$$\text{inv}_{L/F}: H^2(\text{Gal}(L/F), L^*) \cong \frac{1}{[L:F]} \mathbb{Z}/\mathbb{Z}.$$ 

Denote the element which is mapped to $1/[L:F]$ by $u_{L/F}$. If $\widehat{H}^r$ stands for the modified Tate’s cohomology group, see [Se3, sect. 1 Ch. VIII], then the cup product with $u_{L/F}$ induces an isomorphism

$$\widehat{H}^r(\text{Gal}(L/F), \mathbb{Z}) \cong \widehat{H}^{r+2}(\text{Gal}(L/F), L^*).$$

For $r = 0$ we have

$$\text{Gal}(L/F)^{ab} = \widehat{H}^0(\text{Gal}(L/F), \mathbb{Z}) \cong \widehat{H}^2(\text{Gal}(L/F), L^*) = F^*/N_{L/F}L^*$$

which leads to the analog of Theorems (3.3) and (4.2). Certainly the last isomorphism in much more explicit form is given in the definition of $\Upsilon_{L/F}^{ab}$ in section 2.

Using cohomology groups one can interpret the pairing $F^* \times X_F \longrightarrow \mathbb{Q}/\mathbb{Z}$ of the previous subsection as arising from the cup product

$$H^0(\text{Gal}(L/F), L^*) \times H^2(\text{Gal}(L/F), \mathbb{Z}) \rightarrow H^2(\text{Gal}(L/F), L^*)$$

and the border homomorphism $H^1(\text{Gal}(L/F), \mathbb{Q}/\mathbb{Z}) \rightarrow H^2(\text{Gal}(L/F), \mathbb{Z})$ associated to the exact sequence

$$0 \rightarrow \mathbb{Z} \rightarrow \mathbb{Q} \rightarrow \mathbb{Q}/\mathbb{Z} \rightarrow 0.$$

For a field $K$ one can try to axiomatize those properties of its cohomology groups which are sufficient to get a reciprocity map from $K^*$ to $G_K^{ab}$, as it is well known this leads to the notion of class formation, see for example [Se3, Ch. XI].

(7.5). Assume that $F$ is of characteristic zero with finite residue field of characteristic $p$. For $n \geq 1$ the $p^n$-component of the pairing $F^* \times X_F \longrightarrow \mathbb{Q}/\mathbb{Z}$ defined in (7.3) is a pairing

$$H^1(G_F, \mu_{p^n}) \times H^1(G_F, \mathbb{Z}/p^n\mathbb{Z}) \rightarrow H^2(G_F, \mu_{p^n}).$$

If for every $n$ one knows that this pairing is a perfect pairing, and the right hand side is a cyclic group of order $p^n$, then one deduces the $p$-part of class field theory of the field $F$.

More generally, for a finitely generated $\mathbb{Z}_p$-module $M$ equipped with the action of $G_F$ and annihilated by $p^n$ define $M^*(1) = \text{Hom}(M, \mu_{p^n})$. The previous pairing can be generalized to the pairing given by the cup product

$$H^1(G_F, M) \times H^{2-i}(G_F, M^*(1)) \rightarrow H^2(G_F, \mu_{p^n}).$$
By Tate local duality it is a perfect pairing of finite groups. So, if one can establish Tate local duality independently of local class field theory, then one obtains another approach to the $p$-part of local class field theory in characteristic zero.

J.-M. Fontaine’s theory of $\Phi - \Gamma$-modules [Fo5] was used by L. Herr to relate $H^i(G_F, M)$ with cohomology groups of a simple complex of $\Phi - \Gamma$-modules.

Namely, let $L$ be the cyclotomic $\mathbb{Z}_p$-extension of $F$, i.e. the only subfield of $F(\mu_{p^\infty})$ such that $\text{Gal}(L/F) \simeq \mathbb{Z}_p$. It follows from Exercise 2 section 5 Ch. III that the Hasse–Herbrand function of $L/F$ grows sufficiently fast as in Exercise 7 of the same section, so we have a continuous field homomorphism $N(L|F) \rightarrow R = R(C)$ where $C$ and $R(C)$ are defined in the same exercise. Denote by $X \in W(R)$ the multiplicative representative in $W(R)$ of the image in $R$ of a prime element of $N(L|F)$. We have also a continuous ring homomorphism $W(F) \rightarrow W(R)$, denote by $W$ its image. The action of elements of $G_F$ is naturally extended on $W(R)$. One can show that the ring $O_L = W\{X\}$ is contained in $W(R)$, which means that the series of Example 4 of (4.5) Ch. I converge in $W(R)$.

The module $S = D(M) = (O_L \otimes \mathbb{Z}_p, M)^{G_L}$ is a finitely generated $O_L$-module endowed with an action of a generator $\gamma$ of $\text{Gal}(L/F)$ and an action of Frobenius automorphism $\varphi$. It is shown in [Fo5] and [Herr1] that $H^i(G_F, M)$ is equal to the $i$th cohomology group of the complex

$$0 \rightarrow S \xrightarrow{f} S \oplus S \xrightarrow{g} S \rightarrow 0$$

where $f(s) = ((\varphi - 1)s, (\gamma - 1)s)$ and $g(s, t) = (\gamma - 1)s - (\varphi - 1)t$ (for a review see [Herr2]).

Then Tate local duality can be established by working with the complex above and this provides another approach to the $p$-part of local class field theory [Herr1].

This approach is just a small application of the theory of Galois representations over local fields, see [A], [Colm] and references there.

8. Nonabelian Extensions

In (8.1) we shall introduce a description of totally ramified Galois extensions of a local field with finite residue field (extensions have to satisfy certain arithmetical restrictions if they are infinite) in terms of subquotients of formal power series $\mathbb{F}_p^{\text{sep}}[[X]]^*$. This description can be viewed as a non-commutative local reciprocity map (which is not in general a homomorphism but a cocycle) describing the Galois group in terms of certain objects related to the ground field. It can be viewed as a generalization of the reciprocity map of the previous sections.

In subsections (8.2)–(8.3) we review results on the absolute Galois group of local fields with finite residue field.
(8.1). Let \( F \) be a local field with finite residue field \( \mathbb{F}_q \). Let \( \varphi \) in the absolute Galois group \( G_F \) of \( F \) be an extension of the Frobenius automorphism \( \varphi_F \). Let \( F_{\varphi} \) be the fixed field of \( \varphi \). It is a totally ramified extension of \( F \) and its compositum with \( F^{ur} \) coincides with the maximal separable extension of \( F \). In this subsection we shall work with Galois extensions of \( F \) inside \( F_{\varphi} \). For every finite subextension \( E/F \) of \( F_{\varphi}/F \) put \( \pi_E = \Upsilon_E(\varphi|_{E^{ab}}) \), see (6.4). Then \( \pi_E \) is a prime element of \( E \) and from functorial properties of the reciprocity maps we deduce that \( \pi_M = N_{E/M} \pi_E \) for every subextension \( M/F \) of \( E/F \).

Let \( L \subset F_{\varphi} \) be a Galois totally ramified arithmetically profinite extension (see section 5 Ch. III) of \( F \). If \( L/F \) is infinite, then the prime elements \( \pi_E \) in finite subextensions \( E/F \) of \( F_{\varphi}/F \) supply the sequence of norm-compatible prime elements \( \pi_E \) in finite subextensions of \( L/F \) and therefore by the theory of fields of norms (section 5 Ch. III) a prime element \( X \) of the local field \( N = N(L/F) \). Denote by \( \varphi \) the automorphism of \( N^{ur} \) and of its completion \( \hat{N}^{ur} \) (which can be identified with \( N(L^{ur}/F^{ur}) \)) corresponding to \( \varphi \). Note that \( N \) and \( \hat{N}^{ur} \) are \( G_F \)-modules. If \( L/F \) is finite then we view \( N^* \) as just the group of norm compatible non-zero elements in subextensions of \( F \) in \( L \).

**Definition.** Define a noncommutative local reciprocity map \([Fe13–14]\)

\[
\Theta_{L/F} : \text{Gal}(L/F) \to U_{\hat{N}^{ur}/U_N}
\]

by

\[
\Theta_{L/F}(\sigma) = U \mod U_N,
\]

where \( U \in U_{\hat{N}^{ur}} \) satisfies the equation

\[
U^{\varphi - 1} = X^{1 - \sigma}.
\]

The element \( U \) exists by Proposition (1.8) applied to the local field \( \hat{N}^{ur} \). It is uniquely determined modulo \( U_N \) due to the same Proposition.

A link between the reciprocity maps studied in the previous sections and the map \( \Theta_{L/F} \) is supplied by the following

**Lemma.**

1. The ground component \( u_{\hat{ur}} \) of \( \Theta \) \( = (u_{\hat{ur}}) \) belongs to \( F \).
2. \( \Theta_{L/F}(\sigma) u_{\hat{ur}} = u_{\hat{ur}} \Upsilon_F(\sigma) \mod N_{L/F}L^* \) where \( \Upsilon_F \) is defined in (6.4).
3. \( \Theta_{L/F} \) is injective.
4. \( \Theta_{L/F}(\sigma \tau) = \Theta_{L/F}(\sigma) \sigma(\Theta_{L/F}(\tau)) \).

**Proof.** The unit \( u_{\hat{ur}} \) belongs to \( F \), since \( u_{\hat{ur}}^{\varphi - 1} = 1 \). The second assertion follows from Corollary in (3.2).

To show the third assertion assume that \( \Theta_{L/F}(\sigma) = 1 \). Then \( \sigma \) acts trivially on the prime elements \( \pi_M \) of finite subextension \( M/F \) in \( L/F \), therefore \( \sigma = 1 \).
Finally, $X^{1-\sigma\tau} = X^{1-\sigma}(X^{1-\tau})^\sigma$.

This lemma shows that the ground component of $\Theta$ is the abelian reciprocity map $\Upsilon$. We see that the reciprocity map $\Theta L/F$ is not a homomorphism in general, but a Galois cocycle. The map $\Theta L/F$ satisfies functorial properties which generalize those in (3.4).

Denote by $U^1_{\hat{N}u}$ the subgroup of the group $U_{\hat{N}u}$ of those elements whose $F_{\bar{u}}$-component belongs to $U_F$. From the previous Lemma we know that $\Theta(\sigma)$ belongs to $U^1_{\hat{N}u}$.

Note that $\hat{N}u = F_{q}((X))$ and so $U_{\hat{N}u} = F_{q}[[X]]^*$. Hence the quotient group $U^1_{\hat{N}u}/U_N$, where the image of the reciprocity map $\Theta$ is contained, is a subquotient of the invertible power series over $F_{q}$.

The image of $\Theta L/F$ is not in general closed with respect to the multiplication. Due to the Lemma the set $\text{im}(\Theta L/F)$ endowed with new operation $x \star y = x\Theta^{-1}_{L/F}(x)(y)$ is a group isomorphic to $\text{Gal}(L/F)$.

In order to describe the image of $\Theta L/F$ one introduces another reciprocity map which is a generalization of the Hazewinkel map.

Denote by $U^1_{\hat{N}u}$ the subgroup of the group $U_{\hat{N}u}$ of those elements whose $F_{\bar{u}}$-component is 1. This subgroup corresponds to the kernel of the norm map $N_{\hat{N}u}/F_{\hat{u}}$. Instead of the subgroup $U(\mathcal{L}/\mathcal{F})$ as in Proposition (1.7), we introduce another subgroup $Z$ of $U^1_{\hat{N}u}$. Assume, for simplicity, that there is only one root of order $p$ in $\hat{L}u$. Let $F = E_0 - E_1 - E_2 - \ldots$ be a tower of subfields, such that $L = \cup E_i$, $E_i/F$ is a Galois extension, and $E_i/E_{i-1}$ is cyclic of prime degree with generator $\sigma_i$. Let $Z_i$ be a homomorphic image of $U_{\sigma_i}^{-1}$ in $U_{N(\mathcal{L}/\mathcal{F})}$, so that at the level of $F_{\bar{u}}$-component it is the indentity map. The group $Z_i$ can be viewed as a subgroup of $U^1_{\hat{N}u}$ and one can show that $\prod_{i} z_i$, $z_i \in Z_i$ converges in $U_{\hat{N}u}$. Denote by $Z$ the subgroup generated by all such products. For the general case see [Fe13].

As a generalization of Proposition (1.7) one can show that the map

$$\ell: \text{Gal}(L/F) \longrightarrow U^1_{\hat{N}u}/Z, \quad \sigma \mapsto X^{\sigma-1}$$

is a bijection. Using this result, one defines a generalization of the Hazewinkel map

$$U^0_{\hat{N}u}/Y \longrightarrow \text{Gal}(L/F)$$

where $Y = \{y \in U^0_{\hat{N}u} : y^{\sigma-1} \in Z\}$. Using both reciprocity maps one verifies that $\text{Gal}(L/F) \longrightarrow U^0_{\hat{N}u}/Y$ is a bijection. For details see [Fe13].

**Remark.** H. Koch and E. de Shalit [Ko7], [KdS] constructed a so called *metabelian local class field theory* which describes metabelian extensions of $F$ (metabelian means that the second derived group of the Galois group is trivial). For totally ramified
metabelian extensions their description is given in terms of the group 
\[ n(F) = \{(u \in U_F, \xi(X) \in \mathbb{F}_q^{\text{sep}}[[X]]^*) : \xi(X)^{q-1} = \{u\}(X)/X \} \]
with certain group structure. Here \( \{u\}(X) \) is the residue series in \( \mathbb{F}_q^{\text{sep}}[[X]]^* \) of the endomorphism \( [u](X) \in \mathcal{O}_F[[X]] \) of the formal Lubin–Tate group corresponding to \( \pi_F, q, u \) (see section 1 Ch. VIII).

Let \( M/F \) be the maximal totally ramified metabelian subextension of \( F_{\varphi}/F \). Let \( R/F \) be the maximal abelian subextension of \( M/F \). Note that the extension \( M/F \) is arithmetically profinite (apply Exercise 5 section 5 Ch. III and Corollary of (6.2) to \( M/R/F \)).

Send an element \( U = (u_{\overline{Q}^{ur}}, u_{\overline{E}^{ur}}) \in U_F^{\varphi} \cap N(M/F)^{ur} \) satisfying \newline \( (u_{\overline{Q}^{ur}})^{q-1} = (\pi_Q)^{1-\tau} \), \( \tau \in \text{Gal}(M/F) \), to 
\[ g: U_F^{\varphi} \cap N(M/F)^{ur} \rightarrow n(F). \]
One can prove [Fe13] that the composite of this map with \( \Theta_{L/F} \) is an isomorphism which makes Koch–de Shalit’s theory a partial case of the theory of this subsection.

**Remark.** A theorem of I.R. Shafarevich says that for every finite Galois extension \( F/K \) and abelian extension \( L/F \) the image of \( u_{F/K} \in H^2(\text{Gal}(F/K), F^*) \) (defined in (7.4)) with respect to 
\[ H^2(\text{Gal}(F/K), F^*) \rightarrow H^2(\text{Gal}(F/K), F^*/N_{L/F}L^*) \rightarrow H^2(\text{Gal}(F/K), \text{Gal}(L/F)) \]
(where the last homomorphism is induced by \( \Psi_{L/F} \)) is equal to the cohomology class corresponding to the extension of groups 
\[ 1 \rightarrow \text{Gal}(L/F) \rightarrow \text{Gal}(L/K) \rightarrow \text{Gal}(F/K) \rightarrow 1. \]
This theorem (being appropriately reformulated) is used and reproved in metabelian local class field theory where its meaning becomes clearer.

(8.2). In this and next subsection we review results on the absolute Galois group \( G_F \) of a local field \( F \) with finite residue field. Let \( F^{ur} \) be the maximal unramified extension of \( F \) in \( F^{\text{sep}} \), \( F^{ur} \) the maximal tamely ramified extension. Then \( \text{Gal}(F^{ur}/F) \simeq \hat{\mathbb{Z}} \) and \( F^{ur} = \bigcup_{(l,p)=1} F(\zeta_l) \), where \( \zeta_l \) is a primitive \( l \) th root of unity. In addition, \( F^{ur} = \bigcup_{(l,p)=1} F^{ur}(\sqrt[l]{\pi}) \), where \( \pi \) is a prime element in \( F \).
Let $n_1 < n_2 < \ldots$ be a sequence of natural numbers, such that $n_i$ is divisible by $n_i$ and for every positive integer $m$ there exists an index $i$ for which $n_i$ is divisible by $m$. Put $l_i = q^{n_i} - 1$. Choose primitive $l_i$th roots of unity $\zeta_{l_i}$ and $\sqrt{\pi}$ so that $\zeta_{l_i}^{(l_i-1)l_i} = \zeta_{l_i}$, $(\sqrt{\pi})^{l_i-1} = \sqrt{\pi}$ for $j > i$. Take $\sigma \in \text{Gal}(F^u/F)$ such that $\sigma(\sqrt{\pi}) = \sqrt{\pi}$, $\sigma(\zeta_{l_i}) = \zeta_{l_i}$, and $\tau \in \text{Gal}(F^u/F)$ such that $\tau(\sqrt{\pi}) = \zeta_{l_i} \sqrt{\pi}$, $\tau(\zeta_{l_i}) = \zeta_{l_i}$. Then $\sigma|_{\xi}$ coincides with the Frobenius automorphism of $F$ and $\sigma \tau \sigma^{-1} = \tau^q$. A theorem of H. Hasse–K. Iwasawa ([Has12], [Iw1]) asserts that $G_u = \text{Gal}(F^u/F)$ is topologically generated by $\sigma$ and $\tau$ with the relation $\sigma \tau \sigma^{-1} = \tau^q$.

(8.3). Now let $I$ be an index-set and let $F_I$ be a free profinite group with a basis $z_i$, $i \in I$. Let $F_I \ast G_u$ be the free profinite product of $F_I$ and $G_u$ (see [N2], [BNW]). Let $H$ be the normal closed subgroup of $F_I \ast G_u$ generated by $(z_i)_{i \in I}$, and let $K$ be the normal closed subgroup of $H$ such that the factor group $H/K$ is the maximal pro-$p$ factorgroup of $H$. Then $K$ is a normal closed subgroup of $F_I \ast G_u$. Define $F(I,G_u) = (F_I \ast G_u)/K$. Denote the image of $z_i$ in $F(I,G_u)$ by $x_i$. The group $F(I,G_u)$ has topological generators $\sigma, \tau, x_i$, $i \in I$ with the relation $\sigma \tau \tau^{-1} = \tau^q$.

Assume first that $\text{char}(F) = p$ (the functional case). Then a theorem of H. Koch (see [Ko3]) says that the group $G_F$ is topologically isomorphic to $F(N,G_u)$. Recall that $U_{1,F}$ is a free $\mathbb{Z}_p$-module of rank $N$ in this case.

Assume next that $\text{char}(F) = 0$, i.e., $F$ is a local number field. If there is no $p$-torsion in $F^*$, then a theorem of I.R. Shafarevich (see [Sha1], [JW]) implies that the group $G_F$ is topologically isomorphic to $F(n,G_u)$, where $n = |F : \mathbb{Q}_p|$. See also [Se4, II], [Mik1], [Mar2] for the case of a perfect residue field. Recall that $U_{1,F}$ is a free $\mathbb{Z}_p$-module of rank $n$ in this case.

Assume, finally, that $\text{char}(F) = 0$ and $\mu_p \subset F^*$. Let $r \geq 1$ be the maximal integer such that $\mu_p^r \subset F^{u*}$. This is the most complicated case. Let $\chi_0$ be a homomorphism of $G_u$ onto $(\mathbb{Z}/p^r\mathbb{Z})^*$ such that $\rho(\zeta_{p^r}) = \zeta_{p^r}^{\chi_0(\rho)}$ for $\rho \in G_u$, where $\zeta_{p^r}$ is a primitive $p^r$th root of unity. Let $\chi : G_u \to \mathbb{Z}_p^*$ be a lifting of $\chi_0$. Let $l$ be prime, $\{p_1, p_2, \ldots\}$ the set of all primes $\neq l$. For $m \geq 1$ there exist integers $a_m$, $b_m$ such that $1 = a_m m^m + b_m p_1 m^m \ldots p_m m^m$. Put $\pi_l = \lim b_m p_1 m^m p_2 m^m \ldots p_m m^m \in \hat{\mathbb{Z}}$. For elements $\rho \in G_u$, $\xi \in F(I,G_u)$ put

$$
(\xi, \rho) = \left(\xi^{\chi(1)} \rho \xi^{\chi(2)} \rho \ldots \xi^{\chi(p-1)} \rho\right)^{\pi_p/(p-1)},
$$

$$
\{\xi, \rho\} = \left(\xi^{\chi(1)} \rho^2 \xi^{\chi(2)} \rho^2 \ldots \xi^{\chi(p-2)} \rho^2\right)^{\pi_p/(p-1)}.
$$

If $n = |F : \mathbb{Q}_p|$ is even, put

$$
\lambda = \sigma x_0^{-1} \sigma^{-1}(x_0, \tau)^{\chi(\tau)} x_1^{\pi_1} \ldots x_{n-1}^{\pi_{n-1}} x_n^{-1}.
$$
If \( n = |F : \mathbb{Q}_p| \) is odd, let \( a, b \) be integers such that \( -\chi_0(\sigma \tau^a) \) is a square \( \mod p \) and \( -\chi_0(\sigma \tau^b) \) is not a square \( \mod p \). Put

\[
\lambda_1 = \left( \frac{p+1}{2} \right) \sigma_2 \tau_2^{-\frac{(p+1)}{2}} \{ x_1, \tau_2^{p+1} \} \tau_2^{-\frac{(p+1)}{2}},
\]

where \( \sigma_2 = \sigma \tau^2, \tau_2 = \tau \sigma \). Put

\[
\lambda = \sigma x_0^{-1} \sigma^{-1}(x_0, \tau) (\lambda \sigma^{-1} x_0^{-1} x_1 \lambda_1 x_1^{-1} \lambda_1^{-1} x_2 x_3 \cdots x_{n-1} x_n x_{n-1}^{-1} x_n^{-1}.
\]

For \( n + 1 \) we choose the indexset \( I = \{0, 1, \ldots, n\} \).

A series of works of H. Koch [Ko1–5], S.P. Demushkin [Dem1–2], A.V. Yakovlev (see [Yak1–5], J.-P. Labute [Lab]) and U. Jannsen–K. Wingberg (see [Jan], [Wig1], [JW]), leads to the following result: if \( p > 2 \) then the absolute Galois group \( G_F \) is topologically isomorphic to \( F(n+1, G_\lambda)/\langle \lambda \rangle \), where \( \langle \lambda \rangle \) is the closed normal subgroup of \( F(n+1, G_\lambda) \) generated by \( \lambda \). Recall that \( U_{1,F} \) is a \( \mathbb{Z}_p \)-module of rank \( n + 1 \) with one relation. The case \( p = 2, \sqrt{-1} \in F \) was considered in [Di], [Ze]; see also [Gor], [JR2], and [Mik2], [Kom] for a brief discussion of the proofs.

Unfortunately, the description of the absolute Galois groups does not provide arithmetic information on their generators.

**Remarks.**

1. M. Jarden and J. Ritter ([JR1], [Rit1]) proved that two absolute Galois groups \( G_F \) and \( G_L \), for local number fields \( F \) and \( L \) are topologically isomorphic if and only if \( |F : \mathbb{Q}_p| = |L : \mathbb{Q}_p| \) and \( F \cap \mathbb{Q}_p^{ab} = L \cap \mathbb{Q}_p^{ab} \) (for \( p > 2 \) or \( p = 2, \sqrt{-1} \in F, L \)).

2. Recall that a theorem first proved by F. Pop [Po2] states that if two absolute Galois groups of finitely generated fields over \( \mathbb{Q} \) are isomorphic, then so are the fields. The previous Remark shows that this is not true in the local situation. One can ask which additional conditions should be imposed on an isomorphism between two absolute Galois groups of local fields so that one can deduce that the fields are isomorphic.

Sh. Mochizuki (in the case of characteristic zero, [Moc1]) and V.A. Abrashkin (in the general case [Ab8]) proved that if the isomorphism translates upper ramification subgroups onto each other, then the fields are isomorphic.

3. A formally \( p \)-adic field (defined in Exercise 6 sect. 2 Ch. I) \( K \) is said to be a \( p \)-adically closed field if for every proper algebraic extension \( L/K \) of valuation fields the quotient of the ring of integers of \( L \) modulo \( p \) is strictly larger than the quotient of the ring of integers of \( K \) modulo \( p \). Certainly, finite extensions of \( \mathbb{Q}_p \) are \( p \)-adically closed fields.

The works of I. Efrat [Ef1] (odd \( p \)) and J. Koenigsman [Koen2], extending earlier results of J. Neukirch [N1] and F. Pop [Po1], prove that every field \( F \) with the absolute Galois group \( G_F \) isomorphic to an open subgroup of \( G_{\mathbb{Q}_p} \) is \( p \)-adically closed. The proof involves a construction of Henselian valuations using only Galois theoretic data. For the situation in positive characteristic see [EF].
CHAPTER 5

Local Class Field Theory II

In this chapter we consider various generalizations of local class field theory established in the previous chapter. In sections 1–3 we study the question for which complete discrete valuation fields their abelian extensions are described by their multiplicative group in the way similar to the theory of the previous chapter. We shall see in section 1 that such fields must have a quasi-finite residue field, i.e. a perfect field with absolute Galois group isomorphic to \( \hat{\mathbb{Z}} \). Then we indicate which results of the previous chapter (except sections 6–8) indeed take place for local fields with quasi-finite residue field. If the residue field is infinite of positive characteristic, it is not true that every open subgroup of finite index is the norm group of an abelian extension. To prove the existence theorem for local fields with quasi-finite residue field we study additive polynomials over quasi-finite fields of positive characteristic in section 2. Then in section 3 we state and prove the existence theorem for local fields with quasi-finite residue field.

In section 4 we describe abelian totally ramified \( p \)-extensions of a local field with arbitrary perfect residue field of characteristic \( p \) which is not separably \( p \)-closed. The corresponding reciprocity maps are a generalization of those in sections 2 and 3 of the previous chapter. Finally, in section 5 we review other generalizations of local class field theory: for complete discrete valuation fields with imperfect residue field and for certain abelian varieties over local fields.

1. The Multiplicative Group and Abelian Extensions

In this section we discuss to which local fields one can generalize class field theory of the previous chapter so that still the multiplicative group essentially describes abelian extensions of the fields. We shall show that except the existence theorem, all other ingredients of the theory of the previous chapter can be extended to local fields with quasi-finite residue field.

(1.1). For which complete discrete valuation fields their abelian extensions correspond to subgroups in the multiplicative group? The answer is as follows.

Proposition. Let \( F \) be a complete discrete valuation field. Assume that for every finite separable extension \( M \) of \( F \) and every cyclic extension \( L \) of \( M \) of prime
degree the index of the norm group \( N_{L/M} L^* \) in \( M^* \) coincides with the degree of \( L/M \). Then the residue field \( K = \overline{F} \) is perfect, and for any \( n \geq 1 \) there exists exactly one separable extension of \( K \) of degree \( n \). Moreover, such an extension is cyclic. Conversely, if the residue field \( \overline{F} \) is perfect and there exists exactly one Galois extension of degree \( n \) over \( \overline{F} \) for \( n \geq 1 \) and it is cyclic, then for the fields \( M \) and \( L \) as above \( |M^*/N_{L/M} L^*| = |L : M| \).

**Proof.** To verify the first part of the Proposition we use the computations of norm subgroups in section 1 Ch. III. Note that the assertions which will be proved for the field \( F \) hold also for every finite separable extension of \( F \). Proposition (1.2) Ch. III shows that the norm map and the trace map must be surjective for every finite residue extension. Let \( l \) be a prime, different from \( \text{char}(F) \). If a primitive \( l \)-th root of unity belongs to \( F \), then by Hensel’s Lemma, this is also true for \( F \). The extension \( F(\sqrt[l]{\pi})/F \) is a totally and tamely ramified Galois extension for a prime element \( \pi \) in \( F \). Proposition (1.3) Ch. III shows that the subgroup \( \overline{F}^{\times} \) is of index \( l \) in \( \overline{F}^* \). Next, Proposition (1.5) Ch. III shows that if \( \text{char}(\overline{F}) = p > 0 \), then \( \overline{F}^p = \overline{F} \), and the image of the right vertical homomorphism in the fourth diagram is of index \( p \) in \( \overline{F} \). In terms of those Propositions this image can be written as \( \overline{\pi}^p \varphi(\overline{F}) \). Thus, we deduce that the subgroup \( \varphi(\overline{F}) \) is of index \( p \) in \( \overline{F} \).

Kummer theory and Artin–Schreier theory imply that there is exactly one cyclic extension of prime degree \( l \) (\( \text{char}(\overline{F}) \not| l, \mu_l \subset F \)) over \( \overline{F} \), and that there is exactly one cyclic extension of degree \( p \) (if \( \text{char}(\overline{F}) = p \)) over \( \overline{F} \). This assertion also holds for a finite extension of \( F \). In particular, putting \( L = F(\mu_l) \) if \( \mu_l \not\subset F, \text{char}(\overline{F}) \not| l \), we get exactly one cyclic extension of degree \( l \) over \( L \). The Galois theory immediately implies that there exists exactly one cyclic extension of degree \( l \) over \( \overline{F} \) (note that \( F(\mu_l)/F \) is a cyclic extension of degree \( < l \)).

Now we verify that there is exactly one cyclic extension of degree \( n \) over \( K = \overline{F}, n \geq 1 \). The uniqueness is shown easily: if \( K_1/K, K_2/K \) are cyclic extensions of degree \( n \) and \( l \) is a prime divisor of \( n, l < n \), then \( K_1 \) and \( K_2 \) are cyclic extensions of degree \( n/l \) over the field \( K_3 \) that is the cyclic extension of degree \( l \) over \( K \). Then induction arguments show that \( K_1 = K_2 \).

For the existence of cyclic extensions it suffices to construct cyclic extensions of degree \( l^n \) for a prime \( l, n \geq 1 \). If \( l = p \), then, as it has been shown, \( K/\varphi(K) \) is of order \( p \); therefore \( W_n(K)/\varphi W_n(K) \) is of order \( \geq p^n \) and by the Witt theory (see also Exercise 6 in section 5 Ch. IV) there exists a cyclic extension of degree \( p^n \) over \( K \).

If \( l \neq p \), then denote \( K' = K(\mu_l) \). It suffices to construct a cyclic extension of degree \( l^n \) over \( K' \). Put \( K'' = \bigcup_{i \geq 1} K(\mu_{l^i}) \). If \( |K'' : K'| \geq l^n \), then the desired extension can be chosen as the appropriate subextension in \( K''/K' \). If \( l^n = |K'' : K'| < l^n \), then choose any element \( a \in K'' \) such that \( a \) is not an \( l \)-power in \( K'' \). The field \( K_i = K''(\sqrt[l^i]{a}) \) is the unique cyclic extension of \( K'' \) of degree \( l^i \). Put \( K_0 = K'' \). We show by induction on \( i \) that \( K_i/K' \) is a cyclic extension of degree \( l^{n+i} \). Assume
that $K_i/K'$ is cyclic. By Kummer theory one immediately deduces that $K_{i+1}/K''$ is Galois. To show that $K_{i+1}/K''$ is abelian, assume the opposite and consider the fixed field $R$ of the non-trivial centre of the Galois group of $K_{i+1}/K''$, then $R \neq K_i$. Then the intersection of $R$ and $K_i$ has two different cyclic extensions of degree $l$, a contradiction. Hence $K_{i+1}/K''$ is abelian. If it were not cyclic, then $K_{i+1}$ would have two different subextensions $K_i$ and $S$ over which it has degree $l$, and similarly to the previous argument we arrive at a contradiction.

Note that the existence and uniqueness of cyclic extensions imply that if $K''/K'$, $K'/K$ are cyclic extensions, then $K''/K$ is cyclic. Let $K_1/K$ be a finite Galois extension, let $\sigma \in \text{Gal}(K_1/K)$ be of prime order $l$, and let $K_2$ be the fixed field of $\sigma$. Then for the cyclic extension $K'/K$ of degree $l$ we get $K'K_2 \subset K_1$ and $K' \subset K_1$. Now, by induction arguments we may assume that $K_1/K'$ is cyclic. Since $K'/K$ is also cyclic, we deduce that $K_1/K$ is cyclic as well. Finally, every finite separable extension of $K$ is a subextension in a finite Galois extension, which is cyclic. Thus, every finite separable extension is cyclic.

To verify the second part of the Proposition, assume that there is exactly one Galois extension of degree $n$ over $F$ and it is cyclic, $n \geq 1$. Then, by the same arguments as just above, every finite separable extension of $F$ is cyclic. Hence, if $K'/K$ is a cyclic extension of prime degree $n$, then the uniqueness of $K'$ implies that the polynomial $X^n - \alpha$ splits completely in $K'[X]$ for every $\alpha \in K$. We deduce that $-\alpha = N_{K'/K}(-\gamma)$, where $\gamma$ is a root of this polynomial. This shows that the norm map is surjective for every finite residue extension. This is also true for the trace map.

Kummer and Artin–Schreier theories imply that $F^{*l}$ is of index $l$ in $F^*$ for a prime $l$, $\text{char}(F) \nmid l$, $\mu_l \subset F^*$; $F^{*l} = F^*$ if $\mu_l \cap F = \{1\}$, and $\wp_l(F)$ is of index $p$ in $F$ if $\text{char}(F) = p$. Now Propositions (1.2), (1.3), (1.5) Ch. III show that the index of the norm subgroup $N_{L/F}L^*$ in $F^*$ is equal to the degree of the Galois extension $L/F$ when this degree is prime.

The same assertion holds for a finite separable extension $M/F$. This completes the proof.  

(1.2). A field $K$ satisfying the conditions of the Proposition (1.1) is called quasi-finite. From the previous Proposition we conclude that $\text{Gal}(K^{sep}/K)$ is isomorphic to $\hat{\mathbb{Z}}$. This explains the name, since $\text{Gal}(F^{sep}_q/F_q) \simeq \hat{\mathbb{Z}}$. In particular, the arguments in the proof of the Proposition (1.1) show that the norm and trace maps are surjective for every finite extension of a quasi-finite field. Below we shall show that class field theory of the previous chapter can be generalized to a local field with quasi-finite residue field. This generalization was developed by M. Moriya, O.F.G. Schilling, G. Whaples, J.-P. Serre and K. Sekiguchi.

Examples.
V. Local Class Field Theory, II

1. Let $K$ be a quasi-finite field, and let $L$ be its extension in $K^{\text{sep}}$. Let $\deg(L/K) = \prod_l l^{n(l)}$ be the Steinitz degree, which defines the degree of $L$ over $K$: the formal product taken over all primes $l$, $n(l) \in \mathbb{N} \cup \{+\infty\}$, such that $K$ has an extension of degree $l^n$ in $L$ if and only if $n \leq n(l)$. Then $L$ is a quasi-finite field if and only if $n(l) \neq +\infty$ for all prime $l$. In particular, an extension $L$ over $\mathbb{F}_p$ with all $n(l) \neq +\infty$ is a quasi-finite field.

2. Let $Q_{\text{cycl}}$ denote the field generated by all the roots of unity over $\mathbb{Q}$. Then $Q_{\text{cycl}} = \bigcup_{n \geq 1} \mathbb{Q}(\mu_n)$ and

$$\text{Gal}(Q_{\text{cycl}}/\mathbb{Q}) = \lim_{\leftarrow} \text{Gal}(\mathbb{Q}(\mu_n)/\mathbb{Q}) = \lim_{\leftarrow} (\mathbb{Z}/n\mathbb{Z})^* = \hat{\mathbb{Z}}^*$$

(The group $\text{Gal}(\mathbb{Q}(\mu_n)/\mathbb{Q})$ is isomorphic to the multiplicative group of invertible elements in $\mathbb{Z}/n\mathbb{Z}$, see [La1, Ch. VIII].) As $\hat{\mathbb{Z}} = \prod_p \mathbb{Z}_p$, we get

$$\hat{\mathbb{Z}}^* \simeq \prod_p \mathbb{Z}_p^* \simeq \prod_p \mathbb{Z}_p \times \mathbb{Z}/2\mathbb{Z} \times \prod_{p \neq 2} \mathbb{Z}/(p-1)\mathbb{Z}.$$ 

Hence, the fixed field $F$ of the subgroup $\mathbb{Z}/2\mathbb{Z} \times \prod_{p \neq 2} \mathbb{Z}/(p-1)\mathbb{Z}$ in $\hat{\mathbb{Z}}^*$ is a $\hat{\mathbb{Z}}$-extension of $\mathbb{Q}$ (it plays an important role in global class field theory [N3–5]).

3. Let $E$ be an algebraically closed field, and let $\{x_i\}_{i \in I}$ be a basis of transcendental elements in $E$ over the prime field $E_0$ in $E$ (see [La1, Ch. X]). Put $M = E_0(\{x_i\}_{i \in I})$. Since the prime field $E_0$ has a $\hat{\mathbb{Z}}$-extension $E_1$ ($\mathbb{F}_p^{\text{sep}}$ or $F$, as above), we deduce that $M$ has the $\hat{\mathbb{Z}}$-extension $M_1 = E_1(\{x_i\}_{i \in I})$. The field $E$ is algebraic over the field $M$ and is its algebraic closure. Let $L$ be the fixed field of all automorphisms of $E$ over $M$. Then $L/M$ is purely inseparable and $E/L$ is separable (see [La1, Ch. VII]). Let $\tilde{\sigma} \in \text{Gal}(E/L)$ denote an automorphism, such that its restriction $\tilde{\sigma}|_{L,M_1} \in \text{Gal}(LM_1/L)$ is a topological generator of $\text{Gal}(LM_1/L)$. Then, applying the same arguments as in the proof of Proposition (2.1) Ch. IV, we conclude that the fixed field $K$ of $\tilde{\sigma}$ satisfies $\text{Gal}(E/K) \simeq \hat{\mathbb{Z}}$, i.e., $K$ is quasi-finite. We have shown that every algebraically closed field $E$ has a subfield $K$ which is quasi-finite.

4. Let $E$ be an algebraically closed field of characteristic 0, $K = E((X))$. Then there is the unique extension $E((X^{1/n}))$ of degree $n$ over $K$, and $K$ is a quasi-finite field of characteristic 0.

(1.3) Now we will give a brief review of the previous chapter from the standpoint of a generalization of its assertions to a local field $F$ with quasi-finite residue field.

Section 1
(1.1) There are three types of local fields with quasi-finite residue field, the additional third class is that of $\text{char}(F) = \text{char}(\mathbb{F}) = 0$. Note that in this case Corollary (5.5) Ch. I shows that $U_{1,F}$ is uniquely divisible. This means that the group $U_{1,F}$ of such a field is not interesting from the standpoint of class field theory. Since abelian
extensions of a local field with quasi-finite residue field of characteristic zero are
tamely ramified, it is relatively easy to describe them without using the method of
the previous chapter, see Exercise 9.
Denote by $\mathcal{R}$ the set of multiplicative representatives if $\text{char}(F)$ is positive and a
coefficient field if $\text{char}(F) = 0$.
Further, $F$ is not locally compact and $U_F$ is not compact if $\overline{F}$ is not finite (see
Exercise 1 in section 1 Ch. IV).
(1.2) The Galois group of a finite Galois extension $L/F$ is solvable, since the absolute
Galois group of the residue field is abelian.
As for an analog of the Frobenius automorphism, the problem is that there is no
canonical choice of a generator of $\text{Gal}(\overline{F}^{\text{sep}}/F)$ unless the residue field is finite.
Therefore, from now on we fix an isomorphism of $\text{Gal}(\overline{F}^{\text{sep}}/F)$ onto $\hat{\mathbb{Z}}$
and let $\varphi$ denote the element of $\text{Gal}(\overline{F}^{\text{sep}}/F)$ which is mapped to 1 under this isomorphism
$\text{Gal}(\overline{F}^{\text{sep}}/F) \rightarrow \hat{\mathbb{Z}}$.
Propositions (3.2) and (3.3) Ch. II show that for the maximal unramified extension
$\overline{F}$ of $F$ its Galois group is isomorphic to $\hat{\mathbb{Z}}$. Let $\varphi_{\overline{F}}$ denote the automorphism
in $\text{Gal}(\overline{F}_{ur}/F)$, such that $\varphi_{\overline{F}}$ is mapped to $\varphi$. Then the group $\text{Gal}(\overline{F}_{ur}/F)$ is
topologically generated by $\varphi_{\overline{F}}$. We get $U_{\overline{F}} \cong \mathcal{R} \times U_{1,\overline{F}}$ due to section 5 Ch. I.
(1.4) If $\text{char}(F) = p$, then there are analogs of the expansions in (1.4) Ch. IV.
Namely, the index-set $J$ numerates now elements in $R_0 \subset O_F$ such that their residues
form a basis of $F$ over $F_p$.
In the case of $\text{char}(F) = p$ an element $\alpha \in U_{1,\overline{F}}$ can be uniquely expressed as convergent product
$$\alpha = \prod_{p \nmid i} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}}$$
with $\theta_j \in R_0, a_{ij} \in \mathbb{Z}_p$ and the sets $J_{i,c} = \{ j \in J : v_p(a_{ij}) \leq c \}$ finite for all
c $\geq 0, p \nmid i, i > 0$, where $v_p$ is the $p$-adic valuation.
In the case of $\text{char}(F) = 0$ we know from the proof of Proposition (1.1) that $\varphi(\overline{F})$
is of index $p$ in $\overline{F}$. Hence by (6.3), (6.4) Ch. I an element $\alpha \in U_{1,\overline{F}}$ can be expressed as convergent product
$$\alpha = \prod_{i \in I} \prod_{j \in J} (1 + \theta_j \pi_i)^{a_{ij}} \omega_{\alpha}$$
with $I = \{ 1 \leq i < \frac{p^n}{p-1}, p \nmid i \}$, the absolute index of ramification $e = e(F)$, and
the index-set $J$ as above, $a_{ij} \in \mathbb{Z}_p$. Conditions on $\omega_{\alpha}$ are the same as in (1.4)
Ch. IV.
If $\text{char}(F) = 0$, then $F^{*n}$ is an open subgroup of finite index in $F^{*}$, since
according to the proof of Proposition (1.1) $F^{*n}$ is of finite index in $\overline{F}^{*}$. If
$\text{char}(F) = 0$, $\text{char}(\overline{F}) = p$, then $F^{*n}$ is an open subgroup in $F^{*}$ but not of finite
index if $\overline{F}$ is infinite and $p|n$. If $\text{char}(F) = p$, then $F^{*n}$ is an open subgroup in $F^*$ only if $p \nmid n$; and in this case it is of finite index.

(1.5) We have seen in Proposition (1.1) that if $L/F$ is a cyclic extension of prime degree, then $|F^*/N_{L/F}L^*| = |L : F|$. The assertions of (1.5) Ch. IV for unramified and tamely ramified extensions of local fields with quasi-finite residue field are valid.

We shall show below (see (3.6)) that an open subgroup $N$ of finite index in $F^*$ is not in general a norm subgroup if $\text{char}(\overline{F}) \neq 0$. This may explain why we need to study some additional topics in section 2 to follow.

(1.6)–(1.9) Everything works for local fields with quasi-finite residue field.

Section 2 The definition of the Neukirch map is exactly the same. All the assertions hold for $F$.

Section 3 The definition of the Hazewinkel homomorphism for a finite Galois totally ramified extension is exactly the same. All results of section 3 remains valid.

Section 4 Everything remains valid. Thus, we have the reciprocity map $\Psi_F: F^* \rightarrow \text{Gal}(F^{ab}/F)$.

Section 5

(5.1) The definition of the Hilbert norm residue symbol is valid for $F$, and all its properties described in Proposition (5.1) Ch. IV remain valid.

(5.2) The Theorem is not true if $\overline{F}$ is infinite, since not every open subgroup of finite index is the norm subgroup of a finite abelian extension (see Corollary 2 in (3.6)).

(5.3) The Theorem must be formulated as follows. Let $\text{char}(\overline{F}) \nmid n$ and $\mu_n \subset F^*$. From the proof of Proposition (1.1) we know that $\overline{F}^*/\overline{F}^{*n}$ is a cyclic group of order $n$. Define a homomorphism

$$\nu_n: \overline{F}^*/\overline{F}^{*n} \rightarrow \mu_n, \quad \theta \mapsto \rho^{-1} \overline{\varphi}(\rho),$$

where an element $\rho \in \overline{F}^{\text{sep}}$ with $\rho^n = \theta$. It is easy to show that $\nu_n$ is an isomorphism. Then for $\alpha, \beta \in F^*$ we obtain

$$(\alpha, \beta)_n = \nu_n d(\alpha, \beta), \quad d(\alpha, \beta) = \gamma \mod \overline{F}^{*n},$$

$$\gamma = \beta^{v_F(\alpha)}\alpha^{-v_F(\beta)}(-1)^{v_F(\alpha)v_F(\beta)}.$$

The proof of this assertion is carried out in the same way as that of Theorem (5.3) Ch. IV. In particular, for an element $\theta \in \mathcal{R}^*$ we get

$$(\pi, \theta)_n = \rho^{\varphi_F - 1}, \quad \text{where } \rho^n = \theta.$$

(5.4)–(5.6) These assertions except Corollary (5.6) Ch. IV (see Exercise 7) can be appropriately reformulated to remain valid.

(5.7) Not true in general.
Section 6 We shall consider the Existence Theorem below in section 3.

Exercises.

1. (G. Whaples) Let \( K \) be an algebraic extension of \( \mathbb{F}_p \), and \( S \) the set of primes \( l \) such that \( n(l) = +\infty \) in \( \deg(K/\mathbb{F}_p) = \prod l^{d(l)} \). Assume that \( p \not\in S \) and \( \mu_l^n \subset K \) for every \( n \geq 1 \), \( l \in S \) (e.g., \( K = \bigcup_{n \geq 1} \mathbb{F}_p(\mu_{2^n}) \)). Let \( I \) be the additive subgroup of rational numbers \( m/n \) with integer \( m, n \), \( n \) relatively prime to any \( l \in S \). Let \( K' \) be the formal power series field \( \sum_{i \geq 0} a_i X^i \), \( a_i \in K \). Show that \( K' \) is quasi-finite and that \( K \) is the algebraic closure of \( \mathbb{F}_p \) in \( K' \).

2. Let \( K \) be a field, and let \( G \) be the group of all automorphisms of \( K^{\text{alg}} \) over \( K \). There is a natural continuous map
\[
\hat{\mathbb{Z}} \times G \to G, \quad (a, \sigma) \mapsto \sigma^a.
\]
An element \( \sigma \in G \) has a period \( a \in \hat{\mathbb{Z}} \) that is a generator of the ideal \( A \subset \hat{\mathbb{Z}} \) of those elements \( b \in \hat{\mathbb{Z}} \) for which \( \sigma^b = 1 \). Show that
a) \( K \) has an algebraic extension, which is a quasi-finite field, if and only if there is an element of period 0 in \( G \).

b) If for every \( n \geq 1 \) there is a cyclic extension over \( K \) of degree \( n \), then there is an element of period 0 in \( G \).

3. (\( \omega \)) ([Wh4], [Wen])
   a) Let \( n \) be any positive integer. Show that there exists a field \( K \) with no extensions of degree \( \leq n \), but with algebraic extensions of degree divisible by \( n \).
   b) Show that if a field \( K \) has a cyclic extension of degree \( l \), where \( l \) is an odd prime, then \( K \) has cyclic extensions \( K_n \) of degree \( l^n \) over \( K \) for every \( n \geq 1 \), such that \( K_n \subset K_{n+1} \) (then for \( K' = \bigcup_{n \geq 1} K_n \) the group \( \text{Gal}(K'/K) \) is isomorphic to \( \mathbb{Z}_l \); such an extension is called a \( \mathbb{Z}_l \)-extension). Show that if a field \( K \) has a cyclic extension of degree 4, then \( K' \) has a \( \mathbb{Z}_2 \)-extension. Show that if a field has a cyclic extension of degree 2 but not of degree 4, then \( K' \) is a formally real field (see [La1, Ch. XI]) of characteristic 0.

4. (G. Whaples [Wh3]) A field \( K \) is said to be a Brauer field if it is perfect and there is at most one extension over \( K \) in \( K^{\text{alg}} \) of degree \( n \) for every \( n \geq 1 \).
   a) Show that every finite extension of a Brauer field \( K \) is cyclic.
   b) Let \( K \) be a Brauer field and \( \deg(K^{\text{sep}}/K) = \prod l^{d(l)} \). Show that if \( l \) is an odd prime, then \( d(l) = 0 \) or \( d(l) = +\infty \). Show that \( d(2) = 0 \), or \( d(2) = 1 \), or \( d(2) = +\infty \). Prove that for a finite extension \( E/K \) the norm map is surjective if \( d(2) \neq 1 \), and
\[
N_{E/K} E^* = \begin{cases} K^*, & \text{if } |E : K| \text{ is odd}, \\ K^{*2} \neq K^*, & \text{if } |E : K| \text{ is even}, \end{cases}
\]
if \( d(2) = 1 \).

5. Let \( F \) be a complete discrete valuation field and let its residue field \( \overline{F} \) be a Brauer field. Define the Neukirch map \( \Upsilon_{L/F} \) and show that Theorem (4.2) Ch. IV holds for all finite
abelian extensions of degree dividing

\[ \text{deg}(\overline{F^{\text{sep}}}/F) = \prod_{l} l^{n(l)} \]

when \( n(2) \neq 1 \) and is, in addition, odd when \( n(2) = 1 \).

6. \hspace{1em} (\Diamond) Let \( F \) be a local field with quasi-finite residue field. Let \( (F_i)_{i \in \mathbb{Z}} \) be an increasing chain of separable finite extensions of \( F \), \( \mathcal{F} = \bigcup_i F_i \). Let \( S \) denote the set of primes \( l \), such that \( |F_{i+1}/F_i| \) is divisible by \( l \) for almost all \( i \).

a) Let \( L \) be a finite abelian extension of \( F \). Show that if \( \text{Gal}(L/F) \) is isomorphic to \( F^{\times} / N_{L/F} F^{\times} \), then the degree \( |L:F| \) is relatively prime with all \( |F_i/F| \) for \( i \in S \).

b) Show that Theorem (4.2) Ch. IV holds for all finite abelian extensions \( L/F \) of degree relatively prime to all \( l \in S \).

7. Let \( F \) be a local field of characteristic \( p \) with quasi-finite residue field.

a) Show that for the map \( (\cdot, \cdot): F^{\times} \times F \to F_p \) defined by the formula

\[ (\alpha, \beta) = \Psi_F(\alpha)(\gamma) - \gamma, \quad \text{where} \quad \varphi(\gamma) = \beta, \]

all the properties in Proposition (5.4) Ch. IV, except (6), hold.

b) Let \( \rho_n : F/\wp(F) \to F_p \) be the homomorphism defined as

\[ \theta \mod \wp(F) \to \varphi(\eta) - \eta \]

with \( \varphi(\eta) = \theta \), where \( \varphi \) is as in (1.3). Show that \( \rho_n \) is an isomorphism. Show that

\[ (\alpha, \beta) = \rho_n \text{res}(\beta \alpha^{-1} \partial \alpha / \partial \pi). \]

8. \hspace{1em} (\Diamond) (Sh. Sen [Sen1, 2], E. Maus [Mau2]) Let \( F \) be a local field of characteristic 0 with perfect residue field of characteristic \( p \). Let \( L/F \) be a finite abelian \( p \)-extension, \( G = \text{Gal}(L/F) \), \( h = h_{L/F} \), \( e = e(F) \). Assertion:

\[ \text{if } n \leq \frac{e}{p-1} \text{ then } G_{h(n)}^p \subseteq G_{h(pn)}; \]

\[ \text{if } n > \frac{e}{p-1} \text{ then } G_{h(n)}^p = G_{h(n+e)}. \]

a) Using Proposition (5.7) Ch. I, show that the assertion is true when \( \overline{F} \) is quasi-finite.

b) Show that the assertion is true when \( \overline{F} \) is algebraically closed.

c) Show that the assertion is true when \( \overline{F} \) is perfect.

9. Let \( F \) be a local field.

a) Let \( L/F \) be a finite abelian tamely ramified extension. Put \( L_0 = L \cap F^{\text{ur}} \) and denote \( e = \text{deg}(L/L_0) \). Using (3.5) Ch. II show that \( F \) contains a primitive \( e \)th root of unity and there is a prime element \( \pi \in F \) such that \( L = L_0(\sqrt{\pi}) \).

b) Denote by \( F^{\text{abur}} \) the maximal abelian tamely ramified extension of \( F \) and by \( F^{\text{abur}} \) the maximal abelian unramified extension of \( F \). Fix a prime element \( \pi \) if \( F \) and denote by \( E_{\pi} \) the subfield of \( F^{\text{abur}} \) generated by \( \sqrt{\pi} \) where \( e \) runs over all integers not divisible by \( \text{char}(F) \) and such that \( \mu_e \subseteq F \). Show that \( F^{\text{abur}} \) is the compositum of linearly disjoint abelian extension \( F^{\text{abur}} \) and \( E_{\pi} \).
c) Choose primitive roots $\zeta_e$ of unity of order $e$ not divisible by $\text{char}(F)$ in such a way that $\zeta_{ee'} = \zeta_e$ for all $e, e'$. The choice of the roots determine an isomorphism between the Galois group of a Kummer extension of $F$ and the corresponding quotient of $F^*$. Show that with respect to this choice the Galois group $\text{Gal}(E/F)$ is isomorphic to $\lim_{\leftarrow} e F^*/F^*$. Show that if $R$ is the set of multiplicative representatives in $F$ or a coefficient field (in the case $\text{char}(F) = 0$), then $F^*/F^* \simeq \mathbb{Z}/e\mathbb{Z} \times R^*/R^*$. 

2. Additive Polynomials

In this section we consider the theory of additive polynomials which will be applied in the next section. This theory was developed by O. Ore, H. Hasse and E. Witt in the general case, and by G. Whaples in the case of quasi-finite fields.

(2.1). Let $K$ be a field. A polynomial $f(X)$ over $K$ is called additive if for every $\theta, \eta \in K$ the equality $f(\theta + \eta) = f(\theta) + f(\eta)$ holds.

**Lemma.** Let $q \leq +\infty$ be the cardinality of $K$. If $q$ is finite, then assume that $\text{deg } f(X) \leq q$. Then $f(X)$ is additive if and only if $f(X + Y) = f(X) + f(Y)$ in $K[X, Y]$. In this case $f(X) = aX$ with $a \in K$ if $\text{char}(K) = 0$, and $f(X) = \sum_{m=0}^n a_m X^{p^m}$ with $a_m \in K$ if $\text{char}(K) = p$.

**Proof.** Assume that $f(X + Y) - f(X) - f(Y) = \sum h_i(Y)X^i \neq 0$ in $K[X, Y]$, where $h_i$ are polynomials over $K$. Then there is an index $i$ such that $h_i(Y) \neq 0$. Since $\text{deg } h_i < q$, there exists an element $\theta \in K$ for which $h_i(\theta) \neq 0$. Then the polynomial $\sum h_i(\theta)X^i \in K[X]$ is not zero and its degree is less than $q$. Therefore, there exists an element $\eta \in K$ such that $\sum h_i(\theta)\eta^i \neq 0$. This is impossible because $f(\theta + \eta) = f(\theta) + f(\eta)$.

Now we deduce that the derivative $f'(X)$ is a constant and obtain the last assertion. 

From this point on till the end of this section we assume that $K$ is infinite of positive characteristic $p$.

(2.2). The sum of two additive polynomials is additive, but the product, in general, is not. So we introduce another operation of composition and put $f \circ g = f(g(X))$. The ring of additive polynomials with respect to $+, \circ$ is isomorphic to the ring of noncommutative polynomials $K[\Lambda]$ with multiplication defined as $(a\Lambda)(b\Lambda) = abp\Lambda^2$ for $a, b \in K$, under the map

$$\sum_{m=0}^n a_m X^{p^m} \mapsto \sum_{m=0}^n a_m \Lambda^m.$$
If a polynomial \( f(X) \in K[X] \) is written as \( g(X) \circ h(X) \), then \( g(X) \) is called an outer component of \( f(X) \) and \( h(X) \) is called an inner component of \( f(X) \).

**Lemma.** For additive polynomials \( f(X), g(X) \in K[X] \), \( g(X) \neq 0 \), there exist additive polynomials \( h(X), q(X) \) such that \( f(X) = h(X) \circ g(X) + q(X) \) and the degree of \( q(X) \) is smaller than the degree of \( g(X) \). If \( K \) is perfect, then there exist additive polynomials \( h_1(X), q_1(X) \) such that \( f(X) = g(X) \circ h_1(X) + q_1(X) \) with \( \deg q_1(X) < \deg g(X) \).

**Proof.** Let \( f(X) = \sum_{m=0}^{n} a_m X^{p^m}, g(X) = \sum_{m=0}^{k} b_m X^{p^m}, n \geq k \). Then

\[
\deg \left( f(X) - a_n b_k^{-1} X^{p^m-k-n} \circ g(X) \right) < p^n,
\]

\[
\deg \left( f(X) - g(X) \circ \left( a_n b_k^{-1} X^{p^m-k-n} \right) \right) < p^n.
\]

Now the proof of the Lemma follows by induction. \( \square \)

**Proposition.** The ring of additive polynomials under addition and composition is a left Euclidean principal ideal ring. If \( K \) is perfect, then it is also a right Euclidean principal ideal ring.

**Proof.** It immediately follows from the previous Lemma. \( \square \)

**Remark.** If \( f(X) = g(X) \circ h(X) \) for additive polynomials over \( K^{\text{sep}} \) and two of these polynomials have coefficients in \( K \), then the coefficients of the third are also in \( K \).

**Corollary.** Let \( K \) be perfect, and let \( f_1(X), f_2(X) \) be additive polynomials. If \( f_3(X) \) is a least common outer multiple of \( f_1(X), f_2(X) \) and \( f_4(X) \) is a greatest common outer divisor of \( f_1(X), f_2(X) \), then

\[
f_3(K) \subset f_1(K) \cap f_2(K), \quad f_4(K) = f_1(K) + f_2(K).
\]

**Proof.** Let \( f_3(X) \) be a least common outer multiple of \( f_1, f_2 \), i.e., \( f_3(X) \) is an additive polynomial of the minimal positive degree such that \( f_3 = f_1 \circ g_1 = f_2 \circ g_2 \), with additive polynomials \( g_1, g_2 \) (for the existence of \( f_3(X) \) see Exercise 2). Then \( f_3(K) \subset f_1(K) \cap f_2(K) \). Let \( f_4(X) \) be a greatest common outer divisor of \( f_1, f_2 \), i.e., an additive polynomial of the maximal degree such that \( f_1 = f_4 \circ h_1, f_2 = f_4 \circ h_2 \), with additive polynomials \( h_1, h_2 \). The polynomial \( f_4 \) can be also presented in the form \( f_4 = f_1 \circ p_1 + f_2 \circ p_2 \) with additive polynomials \( p_1, p_2 \). Therefore, \( f_4(K) \subset f_1(K) + f_2(K) \). \( \square \)

This Corollary shows a connection between additive polynomials and subgroups in \( K \). Of great importance is the following assertion.
(2.3). Proposition. Any finite additive subgroup \( H \subset K \) is the set of all roots of some additive polynomial \( f(X) \) over \( K \) such that \( \deg(f) = |H| \).

Proof. Put \( f(X) = \prod_{a_i \in H} (X - a_i) \). Assume that \( g(X, Y) = f(X + Y) - f(X) - f(Y) \neq 0 \) in \( K[X, Y] \). Observing that \( f(\theta) = f(\theta + a_i) \) for every \( \theta \in K \), we obtain that the polynomial \( g(X, \theta) \) of degree \( \deg(f) \) has roots \( a_i \). This implies 
\[
g(X, \theta) = 0 \quad \text{and} \quad f(\eta + \theta) = f(\eta) + f(\theta) \quad \text{for} \quad \theta, \eta \in K,
\]
as desired. \( \square \)

Corollary 1. Let \( H \) be any finite additive subgroup in \( K^{\text{sep}} \), such that \( \sigma(H) = H \) for every \( \sigma \in \text{Gal}(K^{\text{sep}}/K) \). Then \( H \) is the set of all roots of some additive polynomial over \( K \).

Corollary 2. Let \( \{a_i\} \subset K \) be a set of \( n \) linearly independent elements over \( \mathbb{F}_p \), and let \( \{b_i\} \) be a set of \( n \) elements in \( K \). Then there exists an additive polynomial \( f(X) \) of degree \( \leq p^n \) over \( K \) such that \( f(a_i) = b_i \).

Proof. It suffices to show that there exists an additive polynomial \( f(X) \) such that \( f(a_1) = \cdots = f(a_{n-1}) = 0, f(a_n) \neq 0 \). Let \( H \) be an additive group of order \( p^{n-1} \) generated by \( a_1, \ldots, a_{n-1} \). If \( f \) is an additive polynomial with \( H \) as the set of its roots, then \( f(a_n) \neq 0 \). \( \square \)

(2.4). From this point on till the end of this section we assume that \( K \) is an infinite quasi-finite field of characteristic \( p \).

Proposition. Let \( f(X) \) be a nonzero additive polynomial. Then the index of \( f(K) \) in \( K \) coincides with the number of roots of \( f(X) \) in \( K \).

Proof. Let \( H \) be the set of roots of \( f(X) \) in \( K^{\text{sep}} \). Let \( \varphi \) be a topological generator of \( \text{Gal}(K^{\text{sep}}/K) \simeq \hat{\mathbb{Z}}, \) which is mapped to 1. As \( H \) is finite, the kernel and cokernel of the homomorphism \( \varphi - 1: H \to H \) are of the same order. Thus, it suffices to show that the index of \( f(K) \) in \( K \) coincides with the order of \( H/(\varphi - 1)H \). We shall verify a more general assertion, namely, there is an isomorphism \( \psi: K/f(K) \cong H/(\varphi - 1)H \).

Let \( a \in K \); put \( \psi(a \mod f(K)) = \varphi(b) - b, \) where \( b \in K^{\text{sep}}, f(b) = a \). Then \( \psi \) is well defined and is an injective homomorphism. Any element \( c \in H \) can be regarded as an element of a finite extension \( K_1 \) of \( K \). Then \( \text{Tr}_{K_2/K_1} c = 0 \), where \( K_2 \) is the cyclic extension of \( K_1 \) of degree \( p \). For the same reasons as in the proof of Proposition (1.8) Ch. IV, there exists an element \( d \in K_2 \) such that \( \varphi(d) - d = c \).

Then \( f(d) \in K \) and \( \psi(f(d) \mod f(K)) = c \). This means that \( \psi \) is surjective, and the proof is completed. \( \square \)
implies that there exists a decomposition of \( a \sigma \), finite, one can choose a generator \( g \) an additive polynomial. The Proposition holds also for perfect fields.

**Remark.** Let \( \mathbb{A} \) be an additive polynomial over \( K \). By Proposition (2.3), there exists an additive polynomial \( h(X) \) with \( H \) as its set of roots. One may assume \( h'(0) \neq 0 \). Then the polynomials \( h(f(X)) \) and \( g(X) \) have the same roots. Since \( h(f(X)) \) is simple, i.e., \( (h \circ f)'(0) \neq 0 \), \( g(X) = ah(f(X))^x \) for some \( a \in K \), and \( f(X) \) is an outer component of \( g(X) \).

**Remark.** The Proposition holds also for perfect fields.

**Corollary.** Let \( f(X) \) be an additive polynomial over \( K \), \( f'(0) \neq 0 \), and let all the roots of \( f' \) belong to \( K \). Let \( g(X) \) be an additive polynomial over \( K \). Then \( g(K) \subset f(K) \) if and only if \( f(X) \) is an outer component of \( g(X) \).

**Proof.** The “if” part is clear. Let \( h(X) \) be a greatest common outer divisor of \( f(X), g(X) \). If \( g(K) \subset f(K) \), then by Corollary (2.2) \( h(K) = f(K) \). Now the Proposition implies \( \deg(h) = \deg(f) \). Therefore, \( h(X) = af(X) \) for some \( a \in K \), and \( f(X) \) is an outer component of \( g(X) \).}

(2.5) There is a close connection between inner components and the sets of roots of additive polynomials.

**Proposition.** Let \( f(X) \) be an additive polynomial over \( K \) and \( f'(0) \neq 0 \). Let \( g(X) \) be an additive polynomial over \( K \). Then the set of roots of \( f(X) \) in \( K^{\text{sep}} \) is a subset of the set of roots of \( g(X) \) in \( K^{\text{sep}} \) if and only if \( f(X) \) is an inner component of \( g(X) \).

**Proof.** The “if” part is clear. To prove the “only if” part, put \( H' = f(H) \), where \( H \) is the set of roots of \( g(X) \). By Proposition (2.3), there exists an additive polynomial \( h(X) \) with \( H' \) as its set of roots. One may assume \( h'(0) \neq 0 \). Then the polynomials \( h(f(X)) \) and \( g(X) \) have the same roots. Since \( h(f(X)) \) is simple, i.e., \( (h \circ f)'(0) \neq 0 \), we conclude that \( g(X) = ah(f(X))^x \) for some \( a \in K, m \geq 0 \). This means that \( f(X) \) is an inner component of \( g(X) \).

(2.6) **Proposition.** Let \( f(X) \) be an additive polynomial over \( K \). Then there exists an additive polynomial \( g(X) \) over \( K \) with \( g'(0) \neq 0 \), such that \( f = g \circ h \) for some additive polynomial \( h(X) \) over \( K \), \( f(K) = g(K) \), and all roots of \( g(X) \) belong to \( K \).

**Proof.** Let \( H \) be the set of roots of \( f(X) \) in \( K^{\text{sep}} \), \( L = K(H) \). Since \( K \) is quasi-finite, one can choose a generator \( \sigma \) of \( G = \text{Gal}(L/K) \). Put \( H_1 = \{ a \in H : \sigma(a) = a \} \). The theory of linear operators in finite-dimensional spaces (see [La1, Ch. XVI]) implies that there exists a decomposition of \( H \) into a direct sum of indecomposable \( \mathbb{F}_p \)-submodules \( H(i), 1 \leq i \leq m \). If \( H(i) \cap H_1 = 0 \), then we put \( H_2^{(i)} = H(i) \). If \( H(i) \cap H_1 \neq 0 \), then the minimal polynomial of the restriction of \( \sigma \) on \( H(i) \) is \( (X-1)^n \), where \( n = \dim_{\mathbb{F}_p} H(i) \). In this case, there exists a Jordan basis of \( H(i) : a_1, \ldots, a_n \), such that \( \sigma(a_j) = a_j + a_{j+1} \) if \( 1 \leq j \leq n - 1, \sigma(a_n) = a_n \). Then \( H(i) \cap H_1 = a_n \mathbb{F}_p \).

Put \( H_2^{(i)} = \bigoplus_{j=2}^{\infty} a_j \mathbb{F}_p \).

Now for \( H_2 = \bigoplus H_2^{(i)} \) we get
\[
\dim_{\mathbb{F}_p} H_2 = \dim_{\mathbb{F}_p} H - \dim_{\mathbb{F}_p} H_1, \quad \sigma(H_2) = H_2, \quad (\sigma - 1)H \subset H_2.
\]
Let, by Corollary 1 of Proposition (2.3), \( h(X) \) be an additive polynomial over \( K \), such that \( H_2 \) is its set of roots. One may assume \( h'(0) \neq 0 \). Then, by Proposition (2.5), there exists an additive polynomial \( g(X) \) over \( K_{\text{sep}} \) such that \( f(X) = g(h(X)) \). The set of roots of \( g \) coincides with \( h(H) \). In fact, the coefficients of \( g(X) \) belong to \( K \). Since the element \( \sigma a - a \) belongs to \( H_2 \) for an element \( a \in H \), we get \( h(H) \subset K \). On the other hand, the order of \( h(H) \) is equal to the index of \( H_2 \) in \( H \), i.e., the order of \( H_1 \). Finally, \( f(K) \subset g(K) \) and, by Proposition (2.4), \( |K/f(K)| = |K/g(K)| \). Thus, \( f(K) = g(K) \) and \( g(X) \) is the required polynomial.

**Corollary.** Let \( f(X) \) be a nonzero additive polynomial over \( K \). The following conditions are equivalent:

(i) \( f(K) \neq K \),

(ii) \( f \) has a root \( \neq 0 \) in \( K \),

(iii) \( \varphi(aX) \) is an inner component of \( f(X) \) for some \( a \in K^* \),

(iv) \( b\varphi(X) \) is an outer component of \( f(X) \) for some \( b \in K^* \).

**Proof.** Proposition (2.4) shows the equivalence of (i) and (ii), and proposition (2.5) that of (ii) and (iii). The implication (iv) \( \Rightarrow \) (i) follows immediately, because \( \varphi(K) \) is of index \( p \) in \( K \). To show that (i) \( \Rightarrow \) (iv), we write \( f = g \circ h \) as in the Proposition. As \( g(K) = f(K) \neq K \), we get \( g = g_1 \circ \varphi(aX) \) for some additive polynomial \( g_1(X) \) over \( K \), and \( a \in K \) by Proposition (2.5). If the polynomial \( g_1(X) \) is not linear, then it has a root \( c \neq 0 \) in \( K_{\text{sep}} \). Then an element \( d \in K_{\text{sep}} \), such that \( \varphi(ad) = c \), is a root of the polynomial \( g(X) \). Since all roots of \( g(X) \) belong to \( K \), we obtain \( d \in K \). Therefore, \( c \in K \), and Proposition (2.4) shows that \( g_1(K) \neq K \). Applying the previous arguments to \( g_1(X) \), we deduce after a series of steps that \( b\varphi(X) \) is an outer component of \( f(X) \) for some \( b \in K^* \), as desired. \( \square \)

(2.7). Let \( f(X) \) be a nonzero additive polynomial over \( K \), \( S = f(K) \). Then \( S \) is a subgroup of finite index in \( K \) according to Proposition (2.4). Our first goal is to show that every intermediate subgroup between \( S \) and \( K \) is the set of values of some additive polynomial.

**Proposition.** The endomorphisms of the \( \mathbb{F}_p \)-space \( K/S \) are induced by additive polynomials.

**Proof.** One may assume, by Proposition (2.6), that all roots of \( f(X) \) belong to \( K \) and \( f'(0) \neq 0 \). Denote \( H = \ker(f) \). By Corollary 2 of Proposition (2.3) endomorphisms of the set \( H \) of all roots of \( f(X) \) are induced by additive polynomials. Let an additive polynomial \( h(X) \) induce an endomorphism of \( H \). This means that the set of roots of \( f \) is a subset of the set of roots of \( f \circ h \). By Proposition (2.5) there exists an additive polynomial \( g(X) \) over \( K \) such that \( f \circ h = g \circ f \). Then \( g(X) \) induces an endomorphism of \( K/S \). Conversely, if \( g(X) \) is an additive polynomial which induces
an endomorphism of \( K/S \), then \( g(f(K)) \subset f(K) \). By Corollary (2.4), there exists an additive polynomial \( h(X) \) over \( K \) such that \( f \circ h = g \circ f \). Then \( h(X) \) induces an endomorphism of \( H \). Thus, there is the isomorphism \( f \mapsto h \) between the ring of endomorphisms of \( H \), which are induced by additive polynomials, and the ring of endomorphisms of \( K/S \), which are induced by additive polynomials. Since the dimensions of \( \text{End}(H) \) and \( \text{End}(K/S) \) coincide by Proposition (2.4), we obtain the desired assertion.

**Corollary 1.** Any intermediate subgroup between \( f(K) \) and \( K \) can be presented as \( g(K) \) for some additive polynomial.

**Corollary 2.** The homomorphisms of \( K/f_1(K) \) to \( K/f_2(K) \), where \( f_1, f_2 \) are additive polynomials, are induced by additive polynomials.

**Proof.** Let \( f_3 \) be as in Corollary (2.2). Then \( \text{Hom}(K/f_1(K), K/f_2(K)) \) is a subfactor of the space \( \text{End}(K/f_3(K)) \).

**Corollary 3.** \( f(K) \) is the intersection of a suitable finite set of \( b_i\wp(K), \ b_i \in K \).

**Proof.** The intersection of all intermediate subgroups of index \( p \) between \( f(K) \) and \( K \) coincides with \( f(K) \). Such a subgroup can be written as \( h(K) \) by Corollary 1. Corollary (2.6) shows that \( h(K) = b\wp(g(K)) \) for some additive polynomial \( g(X) \). As \( h(K) \) is of index \( p \) in \( K \), we conclude that \( h(K) = b\wp(K) \).

**2.8.** The assertions of (2.7) and (2.2) show that the set of subgroups \( f(K) \), where \( f \) runs through the set of additive polynomials over \( K \), forms a basis of neighborhoods of a linear topology on \( K \). This topology is said to be additive. Any neighborhood \( S \) of 0 can be written as \( f(K) \) for some additive polynomial \( f(X) \) by Corollary 1 of (2.7).

**Proposition.** Additive polynomials define continuous endomorphisms of \( K \) with respect to the additive topology. The subring of these endomorphisms is dense in the ring of all continuous endomorphisms of \( K \).

**Proof.** Let \( S \) be a neighborhood of 0 in \( K \). Then \( S = f(K) \) for some additive polynomial \( f \). Let \( g(X) \) be an additive polynomial and let \( h(X) \) be a least common outer multiple of \( f(X), h(X) \). Then \( h = f \circ f_1 = g \circ g_1 \) for some additive polynomials \( f_1(X), g_1(X) \) over \( K \) and \( g_1(K) \subset g^{-1}(S) \). This means that \( g \) induces a continuous endomorphism of \( K \).

Let \( A \) be a continuous endomorphism of \( K \). For a neighborhood \( S_2 = f_2(K) \) of 0 in \( K \) there exists a neighborhood \( S_1 = f_1(K) \) with \( A(S_1) \subset S_2 \). By Corollary 2 of (2.7) the induced homomorphism \( A: K/S_1 \to K/S_2 \) is induced by an additive polynomial \( f(X) \) over \( K \). Then \( (A-f)(K) \subset S_2 \) and we obtain the second assertion of the Proposition.
(2.9). Finally, we show that every polynomial can be transformed to an additive polynomial.

**Proposition.** Let \( f(X) \) be a nonzero polynomial over \( K \), \( f(0) = 0 \). Then there exists a finite set of elements \( a_i \in K \), such that \( g(X) = \sum f(a_i X) \) is an additive polynomial and \( \sum a_i = 1 \). Moreover, there exists a finite set of polynomials \( h_i(X) \) over \( K \), such that \( h(X) = \sum f(h_i(X)) \) is a nonzero additive polynomial.

**Proof.** Let \( q \) be the cardinality of \( K \) and \( \deg(f) \geq q \). Then one can write \( f(X) = p(X)(X^q - X) + r(X) \) with \( p(X), r(X) \in K[X], \deg(r) < q \). In this case \( f(\theta) = r(\theta) \) for \( \theta \in K \), and we may assume, without loss of generality, that \( \deg(f) < q \). Now let \( n < q \) and let \( n \) be relatively prime to \( p \). Let \( m \mid n \) be the maximal integer such that a primitive \( m \)th root of unity belongs to \( K \). If \( m > 1 \), then putting \( c_i = 1, 1 \leq i \leq p - 1, c_p = \zeta \), where \( \zeta \) is a primitive \( m \)th root of unity, we get \( \sum c_i^n = 0, \sum c_i \neq 0 \).

If \( m = 1 \), then let \( l \) be prime, \( l \mid n \). Assume that \( K^{sl} \neq K^* \). Then for \( a \in K^*, a \notin K^{sl} \), the extension \( K(\sqrt[l]{a})/K \) is cyclic of degree \( l \) since \( K \) is quasi-finite. Therefore, a primitive \( l \)th root of unity belongs to \( K(\sqrt[l]{a}) \) and does not belong to \( K \), which is impossible. Thus, \( K^{sl} = K^* \) and \( K^{*n} = K^* \). The conditions on \( n \) imply that there exist elements \( c_1, c_2 \in K \) such that \( c_1 + c_2 = -1, c_1^n + c_2^n = -1 \). Hence, for \( c_3 = 1 \) we get \( c_1^n + c_2^n + c_3^n = 0, c_1 + c_2 + c_3 \neq 0 \).

Thus, we conclude that the polynomial \( \sum f(c_i X) \) has the coefficient 0 at \( X^n \) and \( \sum c_i \neq 0 \). After a series of steps of this kind we obtain the elements \( a_i \in K \) indicated in the first assertion of the Proposition.

To prove the second assertion, we take a polynomial \( h(X) \) such that the degree of \( f(h(X)) \) is a power of \( p \). As above, we find elements \( a_1, a_2, \ldots \) in \( K \), such that \( \sum a_i = 1 \) and \( g(X) = \sum f(h(a_i X)) \) is an additive polynomial. Then \( g(X) \neq 0 \), as required.

**Corollary 1.** Let \( p(X) \) be a given nonzero additive polynomial, and let \( f(X) \) be as in the Proposition. Then there exist polynomials \( f_i(X), g_i(X) \) over \( K \) such that \( \sum f_i(X) \) is a nonzero additive polynomial and \( p(X) \) is an outer component of the additive polynomial \( \sum f \circ f_i \) and of the nonzero additive polynomial \( \sum f \circ g_i \) (0 is considered as having \( p(X) \) as an outer component).

**Proof.** Let \( g(X), h(X), a_i \in K, h_i(X) \) be as in the Proposition. Let \( \tilde{g}(X) \) be a least common outer multiple of \( g(X), h(X), p(X) \). Then \( \tilde{p} = g \circ \tilde{g} = h \circ \tilde{h} \) for some additive polynomials \( \tilde{g}(X), \tilde{h}(X) \) over \( K \). Putting \( f_i = a_i \tilde{g}, g_i = h_i \circ \tilde{h}, \) we get the required assertion.

**Corollary 2.** A neighborhood of 0 in the additive topology in \( K \) can be redefined as a vector subspace over \( \mathbb{F}_p \) that contains the set of values of some nonzero polynomial \( f(X) \) over \( K \) with \( f(0) = 0 \).
Proof. Let \( h(X) \) for \( f(X) \) be as in the Proposition. Then \( h(K) \) is contained in every vector subspace over \( \mathbb{F}_p \) containing the set \( f(K) \). \( \square \)

Exercises.

1. a) Show that \( f = g \circ h \) in the ring of additive polynomials over \( K \) if and only if \( h(X) \) divides \( f(X) \) in \( K[X] \).
   
   b) Show that for a polynomial \( f(X) \) of degree \( n \) over \( K \) there exists an additive polynomial \( g(X) \) of degree \( \leq p^n \) over \( K \), such that \( f(X) \) divides \( g(X) \) in \( K[X] \).

2. a) Let \( f_1(X), f_2(X) \) be nonzero additive polynomials and let
   \[
   f_1(X) = q_1(X) \circ f_2(X) + f_3(X), \ldots,
   f_2(X) = q_1(X) \circ f_{i+1}(X) + f_{i+2}(X), \ldots,
   f_{n-1}(X) = q_{n-1}(X) \circ f_n(X)
   \]
   be the Euclid algorithm for \( f_1(X), f_2(X) \) in the ring of additive polynomials. Show that
   \[
   f_{n-1}(X) \circ f_n(X)^{-1} \circ f_{n-2}(X) \circ f_{n-1}(X)^{-1} \circ \cdots \circ f_2(X) \circ f_3(X)^{-1} \circ f_1(X)
   \]
   is an additive polynomial and a least common inner multiple of the polynomials \( f_1(X), f_2(X) \).
   
   b) Show that if \( K \) is perfect and
   \[
   g_1(X) = g_2(X) \circ r_1(X) + g_3(X), \ldots,
   g_1(X) = g_{i+1}(X) \circ r_i(X) + g_{i+2}(X), \ldots; g_{m-1}(X) = g_m(X) \circ r_{m-1}(X)
   \]
   is the Euclid algorithm for nonzero additive \( g_1(X), g_2(X) \), then
   \[
   g_1(X) \circ g_3(X)^{-1} \circ g_2(X) \circ g_4(X)^{-1} \circ g_3(X) \circ \cdots \circ g_m(X)^{-1} \circ g_{m-1}(X)
   \]
   is an additive polynomial and a least common outer multiple of the polynomials \( g_1(X), g_2(X) \).

3. Define a generalized additive polynomial as a finite sum of \( a_iX^{p^i} \) with \( i \in \mathbb{Z} \). Show that generalized additive polynomials form a ring under addition and composition. For a generalized additive polynomial \( f(X) = \sum a_iX^{p^i} \) put \( f^*(X) = \sum a_i^{p^{-i}}X^{p^{-i}} \).
   
   a) Show that \( (f + g)^* = f^* + g^* \), \( (f \circ g)^* = g^* \circ f^* \), \( (f^*)^* = f \).
   
   b) Let \( K \) be a quasi-finite field of characteristic \( p \). Show that an additive polynomial \( f(X) \) over \( K \) has a nonzero root in \( K \) if and only if \( f^*(X) \) does.
   
   c) Let \( K \) be quasi-finite, and let \( f(X) \) be an additive polynomial over \( K \). Show that the set \( \{ b \in K : b \circ f(X) \text{ is an outer component of } f(X) \} \) is an additive group of order equal to the index of \( f(K) \) in \( K \).
   
   d) Let \( K \) be quasi-finite. Show that the number of roots in \( K \) of an additive polynomial \( f(X) \) over \( K \) is equal to the number of roots in \( K \) of \( f^*(X) \).

4. Let \( K \) be quasi-finite of characteristic \( p \). Let \( f(X) \) be an additive polynomial over \( K \), and \( H \) the set of its roots in \( K^{\text{sep}} \).
   
   a) Assume that there are no additive polynomials \( h(X) \) of degree \( \deg(f) \), that are inner components of \( f(X) \). Show that the degree of \( K(H)/K \) is relatively prime to \( p \).
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b) Show that $f(X)$ is a composition of $\varphi(X), X^p, aX$ with $a \in K$ if and only if $K(H)/K$ is a $p$-extension.

5. Let $K$ be a perfect field of characteristic $p$. Call an additive polynomial $K$-decomposable if all its roots lie in $K$.

a) Let $f$ be a $K$-decomposable polynomial such that $f'(0) \neq 0$. Show that $f(X) = d_1X \circ \varphi(X) \circ d_2X \circ \ldots \circ \varphi(X) \circ d_{n+1}X$, where $d_i^{-1} \in (\varphi(X) \circ d_{i+1}X \circ \ldots \circ d_{n+1}X)(K)$. Conversely, show that each such polynomial is $K$-decomposable.

b) Let $f$ be a $K$-decomposable polynomial. Show that a homomorphism from $K/f(K)$ to the module of homomorphisms from the Galois group of the maximal abelian $p$-extension of $K$ to the kernel of $f$, $a \mapsto (\varphi \mapsto \varphi b - b)$, where $f(b) = a$, is an isomorphism.

c) Let $g$ be a $K$-decomposable polynomial, $g'(0) \neq 0$. Show that $g$ is an outer component of an additive polynomial $f$ iff $f(K) \subset g(K)$.

d) Let $f$ be a $K$-decomposable polynomial. Show that $f(K) = \cap_{i=1}^n \varphi_i(K)$ for appropriate $\alpha_i$ whose set is of the same cardinality as the kernel of $f$.

6. (V.G. Drinfeld [Dr]) Let $L$ be a finite extension of $\mathbb{F}_q((X))$, and let $\Gamma$ be a finite discrete $\mathbb{F}_q[X]$-submodule of dimension $d$ in $L^{\text{sep}}$ such that $\text{Gal}(L^{\text{sep}}/L)$ acts trivially on $\Gamma$. Put

$$e_\Gamma(t) = t \prod_{a \in \Gamma, a \neq 0} \left(1 - \frac{t}{a}\right).$$

Show that $e_\Gamma(t + u) = e_\Gamma(t) + e_\Gamma(u)$ and that $e_\Gamma$ induces the isomorphism $L^{\text{alg}}/\Gamma \cong L^{\text{alg}}$ of $\mathbb{F}_q[X]$-modules. Introduce a new structure of $\mathbb{F}_q[X]$-module on $L^{\text{alg}}$, putting $a * y = e_\Gamma(ay)$ for $a \in \mathbb{F}_q[X]$, where $e_\Gamma(z) = y, z \in L^{\text{alg}}$. Show that

$$e_\Gamma(at) = a e_\Gamma(t) \prod_{b \in \Gamma, b \neq 0} \left(1 - \frac{e_\Gamma(t)}{e_\Gamma(b)}\right) = p_a(e_\Gamma(t)),$$

where $p_a(X) = \sum_{i=0}^n a_i X^q^i, n = d \deg a(X), a_0 = a$. The correspondence $a(X) \mapsto \sum_{i=0}^n a_i \Lambda^i$ determines an injective $\mathbb{F}_q$-homomorphism $\psi_\Gamma : \mathbb{F}_q[X] \to L^{\text{alg}}[\Lambda]$ (the ring of noncommutative polynomials, see (2.2)). This homomorphism is said to determine an elliptic $\mathbb{F}_q[X]$-module over $\mathbb{F}_q((X))$ of rank $d$.

Conversely, for a given $\psi_\Gamma$ there uniquely exists a series

$$e_\Gamma(t) = t + \sum_{i \geq 1} b_i t^q^i \in L[[t]],$$

such that $e_\Gamma(t X) = e_\Gamma(t) \psi_\Gamma(X)$ and $e_\Gamma(at) = e_\Gamma(t) \psi_\Gamma(a)$ for $a \in \mathbb{F}_q[X]$. The kernel of $e_\Gamma(t)$ is a finite discrete $\mathbb{F}_q[X]$-submodule $\Gamma'$ of dimension $d$ in $L^{\text{sep}}$ and $\Gamma' = \Gamma$.

(This construction is used to describe abelian ($d = 1$) and non-abelian ($d > 1$) extensions of $\mathbb{F}_q(X)$.)

For an introduction to Drinfeld modules see [Gos].
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In this section we apply the theory developed in the previous section to describe the norm subgroups in the case of a local field \( F \) with quasi-finite residue field. This theory was first obtained by G. Whaples [Wh1]. From our description it will follow that for infinite residue fields not every open subgroup of finite index is a norm subgroup (see Corollary 2 in (3.6)). We shall define the notion of a normic subgroup in (3.1) and the normic topology on \( F^* \) in (3.3). In (3.4) we prove the Existence Theorem which claims that there is a one-to-one correspondence between normic subgroups of finite index and norm subgroups of finite abelian extensions. Using the Existence Theorem we shall show in (3.6) that the kernel of the reciprocity map \( \Psi_F: F^* \to \text{Gal}(F^{ab}/F) \) is equal to the subgroup of divisible elements in \( F^* \).

In this section we assume that the residue field \( \overline{F} \) is an infinite quasi-finite field of characteristic \( p \).

(3.1) Let \( \pi \) be a prime element in \( F \).

**Definition.** An open subgroup \( N \) in \( F^* \) is said to be normic if there exist polynomials \( f_i(X) \in \mathcal{O}_F[X] \), such that the residue polynomials \( \overline{f}_i(X) \in \overline{F}[X] \) are not constants and \( 1 + f_i(\alpha)\pi^i \in N \) for \( \alpha \in \mathcal{O}_F, i > 0 \).

This definition does not depend on the choice of a prime element \( \pi \), because for \( \pi' = \pi \varepsilon \) one can take \( f_i'(X) = f_i(X)\varepsilon^{-i} \in \mathcal{O}_F[X] \). If \( \overline{F} = \mathbb{F}_q \) is finite, then every open subgroup \( N \) in \( F^* \) is normic. Indeed, there exists an integer \( s \) such that \( U_{s+1,F} \subseteq N \). Putting \( f_i(X) = (X^q - X)^{q^i} \) for \( 1 \leq i \leq s \), we get \( 1 + f_i(\alpha)\pi^i \in U_{s+1,F} \) for \( \alpha \in \mathcal{O}_F, i > 0 \). If \( \text{char}(F) = 0 \), then the group \( U_{1,F} \) is uniquely divisible and any open subgroup \( N \) of finite index in \( F^* \) contains \( U_{1,F} \), and hence is normic. From now on we shall assume that \( \overline{F} \) is infinite of characteristic \( p \).

We may assume \( f_i(0) = 0 \), replacing \( f_i(X) \) by \( \tilde{f}_i(X) \) otherwise, where \( \tilde{f}_i(X)\pi^i = (1 + f_i(X)\pi^i)(1 + f_i(0)\pi^i)^{-1} - 1 \). By Proposition (2.9) there exist polynomials \( g_{ij}(X) \in \overline{F}[X] \), such that \( \sum_j \overline{f}_i(g_{ij}(X)) \) is a nonzero additive polynomial over \( \overline{F} \). Then for polynomials \( h_{ij}(X) \in \mathcal{O}_F[X] \), such that \( \overline{h}_{ij} = g_{ij} \), and the polynomial \( g_i(X) \in \mathcal{O}_F[X] \), such that

\[
1 + g_i(X)\pi^i = \prod_j \left( 1 + f_i(h_{ij}(X)\pi^j) \right),
\]

we get \( 1 + g_i(\alpha)\pi^i \in N \) for \( i > 0, \alpha \in \mathcal{O}_F \), and \( \overline{f}_i(X) \) is a nonzero additive polynomial over \( \overline{F} \). Therefore, in the definition of a normic subgroup one can assume that the residue polynomial \( \overline{f}_i(X) \) is nonzero additive over \( \overline{F} \). In terms of the homomorphisms \( \lambda_i \) defined in section 5 Ch. I, we get

\[
\lambda((N \cap U_{i,F})U_{i+1,F}/U_{i+1,F}) \supset \overline{f}_i(\overline{F}).
\]
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Since \( f_i(\overline{F}) \) is of finite index in \( \overline{F} \) by Proposition (2.4), we obtain that \( N \cap U_{1,F} \) is of finite index in \( U_{1,F} \).

(3.2). Then Lemma (1.1) Ch. III shows that verify that for a cyclic extension \( L/F \) of prime degree the norm map \( N_{L/F} \) transforms normic groups in \( L^* \) to normic groups in \( F^* \).

**Proposition.** Let \( L \) be a finite Galois extension of \( F \). Then \( N_{L/F}L^* \) is a normic subgroup of finite index in \( F^* \).

**Proof.** Since the assertion holds in the case when \( \overline{F} \) is finite, we assume that \( \overline{F} \) is infinite. The arguments of Proposition (6.1) Ch. IV show that \( N_{L/F}L^* \) is an open subgroup of finite index in \( F^* \). Since the Galois group of \( L/F \) is solvable, it suffices to verify that for a cyclic extension \( L/F \) of prime degree the norm map \( N_{L/F} \) is infinite, Proposition (2.4) implies that \( N_{L/F}(\overline{L}) \) is of finite index in \( \overline{L} \). Therefore, there exists an element \( \beta \in \mathcal{O}_L \) with \( \text{Tr}_{L/F}(\overline{J}_i(\beta)) \neq 0 \). Then Lemma (1.1) Ch. III shows that

\[
N_{L/F}(1 + f_i(\beta \alpha)\pi^i) = 1 + g_i(\alpha)\pi^i \quad \text{for} \quad \alpha \in \mathcal{O}_F,
\]

where \( g_i(X) \in \mathcal{O}_F[X] \) with \( \deg(g_i) > 0 \). Thus, \( N_{L/F}(N) \) is normic in \( F^* \).

Let \( L/F \) be an unramified, and \( \pi \) a prime element in \( F \). Let \( N \) be normic in \( L^* \), \( 1 + f_i(\alpha)\pi^i \in N \) for \( \alpha \in \mathcal{O}_L \), where \( f_i(X) \in \mathcal{O}_L[X] \) is such that \( \overline{J}_i \) is a nonzero additive polynomial over \( \mathcal{T} \). Since the trace map \( T_{\mathcal{T}/\overline{F}} \) is surjective and \( \overline{F} \) is infinite, the index of \( \ker(\text{Tr}_{\mathcal{T}/\overline{F}}) \) in \( \overline{L} \) is infinite. Proposition (2.4) implies that \( \overline{J}_i(\overline{L}) \) is of finite index in \( \overline{L} \). Therefore, there exists an element \( \beta \in \mathcal{O}_L \) with \( \text{Tr}_{\mathcal{T}/\overline{F}}(\overline{J}_i(\beta)) \neq 0 \).

Let \( L/F \) be a totally ramified Galois extension of prime degree \( n \), \( \pi_L \) a prime element in \( L \), \( \pi_F = N_{L/F}\pi_L \).

Let \( n \mid i \) and let \( p(X) = X^n + \beta_{n-1}X^{n-1} + \cdots + \beta_0 \) be the monic irreducible polynomial of \( \pi_L^i \) over \( F \). Then

\[
N_{L/F}(1 - \alpha\pi_L^i) = \alpha^n p(\alpha^{-1}) = \beta_0\alpha^n + \beta_1\alpha^{n-1} + \cdots + \beta_{n-1}\alpha + 1
\]

for \( \alpha \in \mathcal{O}_F \). Let \( h_{L/F} \) be the Hasse-Herbrand function of \( L/F \) (see section 3 Ch. III).

For \( \alpha \in \mathcal{O}_F \) we get

\[
N_{L/F}(1 + \alpha\pi_F^i) = 1 + g_i(\alpha)\pi_F^i
\]

for a suitable polynomial \( g_i(X) \) over \( \mathcal{O}_F \) with \( g_i \neq 0 \) and \( j > 0 \). The same assertion is trivially true also for \( n \mid i \). Propositions (1.3), (1.5) Ch. III show that \( j > h_{L/F}(i) \) for \( i \notin h_{L/F}(\mathbb{N}) \), and if \( i = h_{L/F}(j_0) \), then one may take \( j = j_0 \) and then \( \deg(\overline{g}_i(X)) > 0 \).

Let \( N \) be a normic subgroup in \( L^* \), \( U_{n+1,F} \subset N \), \( 1 + f_i(\alpha)\pi_L^i \in N \) for \( \alpha \in \mathcal{O}_L \), where \( f_i(X) \in \mathcal{O}_L[X] \) and \( \deg(\overline{J}_i(X)) > 0 \). Let \( U_{n+1,F} \subset N_{L/F}(N) \). The previous arguments imply that for \( i = h_{L/F}(j) \) there exists a polynomial \( g(X) \) over \( \mathcal{O}_F \), such that

\[
\overline{g}(X) = \overline{g}_i(\overline{J}_i(X)) \text{ is not a constant and}
\]

\[
N_{L/F}(1 + f_i(\alpha)\pi_L^i) \equiv 1 + g(\alpha)\pi^i_F \mod \pi_F^{i+1} \quad \text{for} \quad \alpha \in \mathcal{O}_F.
\]

Thus, \( N_{L/F}(N) \) is normic.
(3.3). Proposition. The normic subgroups in \( F^* \) determine in \( F^* \) a basis of neighborhoods in for the so called normic topology on \( F^* \). If \( L/F \) is a finite Galois extension, then the norm map \( N_{L/F} \) is continuous with respect to the normic topology.

Proof. We must show that the intersection of two normic subgroups and the pre-image \( N_{L/F}^{-1} \) of a normic subgroup is a normic subgroup. As \( \text{Gal}(L/F) \) is solvable, it suffices to verify the last assertion only for a cyclic extension of prime degree. Note that the pre-image of a normic subgroup is an open subgroup by the arguments in the proof of Proposition (6.1) Ch. IV.

Let \( L \) be either a totally ramified Galois extension of prime degree over \( F \) or \( L = F \). Let \( N_1 \) be a normic subgroup in \( L^* \), and \( N \) a normic subgroup in \( F^* \). We shall verify that \( N_1 \cap N_{L/F}^{-1}(N) \) is normic in \( L^* \). This will complete the proof of the Proposition, except for the case of an unramified extension \( L/F \). We leave the verification of the latter case to the reader. In fact, the case of an unramified extension will not be used in the sequel.

Let \( \pi_L \) be prime in \( L \), \( \pi_F = N_{L/F}\pi_L \). Let \( f(X) \) be a polynomial over \( \mathcal{O}_L \), such that \( 1 + f(\alpha)\pi_L^i \in N_1 \) for \( \alpha \in \mathcal{O}_L \) and \( \overline{f}(X) \) is a nonzero additive polynomial over \( \overline{L} = \mathcal{F} \). Then the arguments in the proof of the previous Proposition show that there exist a number \( j \) and a polynomial \( g(X) \in \mathcal{O}_F[X] \), such that \( N_{L/F}(1 + f(\alpha)\pi_L^i) \equiv 1 + g(\alpha)\pi_F^j \mod N \) for \( \alpha \in \mathcal{O}_F \).

Let \( h(X) \) be a polynomial over \( \mathcal{O}_F \), such that \( \overline{h}(X) \) is a nonzero additive polynomial over \( \overline{F} \) and \( 1 + q(\alpha)\pi_F^j \in N \) for \( \alpha \in \mathcal{O}_F \). Corollary 1 of (2.9) shows that there are polynomials \( h_k(X) \in \mathcal{O}_F[X] \), such that \( \sum_k \overline{h}_k(X) \) is a nonzero additive polynomial over \( \overline{F} \), and

\[
\sum \overline{g}(\overline{h}_k(X)) = \overline{g}(\overline{h}(X))
\]

for some polynomial \( h(X) \in \mathcal{O}_F[X] \), such that its residue polynomial \( \overline{h} \) is additive. Define the polynomial \( f_1(X) \) by the equality

\[
1 + f_1(X)\pi_L^i = \prod_k \left( 1 + f(h_k(X))\pi_L^i \right).
\]

Then \( f_1 \) is a nonzero additive polynomial over \( \mathcal{F} \),

\[
1 + f_1(\alpha)\pi_L^i \in N_1 \quad \text{for} \quad \alpha \in \mathcal{O}_L,
\]

and for \( \alpha \in \mathcal{O}_F \)

\[
N_{L/F}(1 + f_1(\alpha)\pi_L^i) = \prod_k (1 + g(h_k(\alpha))\pi_F^j) = (1 + g(h(\alpha))\pi_F^j)(1 + g_1(\alpha)\pi_F^{j+1})
\]

for some polynomial \( g_1(X) \in \mathcal{O}_F[X] \). Therefore,

\[
N_{L/F}(1 + f_1(\alpha)\pi_L^i) \equiv 1 + g_1(\alpha)\pi_F^{j+1} \mod N \quad \text{for} \quad \alpha \in \mathcal{O}_F.
\]
Proceeding in this way, one can find \( f_m(X) \in \mathcal{O}_L[X] \) and \( g_m(X) \in \mathcal{O}_F[X] \), such that \( \bar{f}_m(X) \) is a nonzero additive polynomial over \( \overline{F} \), \( 1 + f_m(\alpha)\pi_L^1 \in N_1 \) for \( \alpha \in \mathcal{O}_L \), and
\[
N_{L/F}(1 + f_m(\alpha)\pi_L^1) \equiv 1 + g_m(\alpha)\pi_F^{jm} \pmod{N} \quad \text{for} \quad \alpha \in \mathcal{O}_F.
\]
Since \( U_{r+1,F} \subset N \) for some integer \( r > 0 \), we obtain that \( 1 + f_m(\alpha)\pi_L^1 \in N_1 \cap N_{L/F}^{-1}(N) \) for sufficiently large \( m, \alpha \in \mathcal{O}_F \). Let \( U_{s+1,L} \subset N_1 \) and \( N_{L/F}(U_{s+1,L}) \subset N \). Subsections (5.7) and (5.8) of Ch. I imply that \( U_{L,F}^{pt} \subset U_{s+1,L} \) for sufficiently large \( t \). As \( \overline{L} = \overline{F} \), we deduce that \( \mathcal{O}_L^{pt} \subset \mathcal{O}_FU_{s+1,L} \), and hence
\[
1 + f_m(\alpha^{pt})\pi_L^1 \in N_1 \cap N_{L/F}(N) \quad \text{for} \quad \alpha \in \mathcal{O}_L.
\]
This means that \( N_1 \cap N_{L/F}^{-1}(N) \) is normic.

\[\text{(3.4) Theorem ("Existence Theorem").} \quad \text{Let} \quad F \quad \text{be a local field with quasi-finite residue field. There is a one-to-one correspondence between normic subgroups of finite index in} \quad F^* \quad \text{and the norm subgroups of finite abelian extensions:} \quad N \leftrightarrow N_{L/F}^* L. \quad \text{This correspondence is an order reversing bijection between the lattice of normic subgroups of finite index in} \quad F^* \quad \text{and the lattice of finite abelian extensions of} \quad F.\]

\[\text{Proof.} \quad \text{Similarly to the proof of Theorem (6.2) Ch. IV, it suffices to verify that a normic subgroup of finite index contains} \quad N_{L/F}^* \quad \text{for some finite separable extension} \quad L/F.\]

Let \( N \) be a normic subgroup of index \( n \) in \( F^* \) and \( \text{char}(\overline{F}) \nmid n \). Then \( N \supset U_{1,F} \), and the arguments in (1.5) Ch. IV show that \( N \) coincides with \( N_{L/F}^* \) for some tamely ramified abelian extension of degree \( n \).

Let \( n = \text{char}(\overline{F}) = p \). If \( U_{1,F} \subset N \), then \( U_F \subset N \) and a prime element \( \pi \) of \( F \) does not belong to \( N \). In this case \( N = N_{L/F} L^* \), where \( L \) is the unramified extension of degree \( p \) over \( F \). Let \( U_{s,F} \not\subset N, U_{s+1,F} \subset N \) for \( s \geq 1 \). As \( N \) is normic, we get in terms of the homomorphism \( \lambda_i \) from section 5 Ch. I that
\[
\lambda_i((N \cap U_{i,F})U_{i+1,F}/U_{i+1,F}) = \overline{F}, \quad \text{if} \quad i \neq s
\]
\[
\lambda_i((N \cap U_{i,F})U_{i+1,F}/U_{i+1,F}) = \eta^{\varphi}(\overline{F}), \quad \text{if} \quad i = s,
\]
where \( \eta \) is a proper element of \( \mathcal{O}_F \). The arguments in (1.5) Ch. IV show that there exists a cyclic extension \( L/F \) of degree \( p \) (a Kummer extension or an Artin–Schreier extension), such that the \( \lambda_i((N_{L/F} L^* \cap U_{i,F})U_{i+1,F}/U_{i+1,F}) \) are the same as those for \( N \), and some prime element \( \pi \) in \( F \) is contained in \( N \cap N_{L/F} L^* \).

If \( s = 1 \), then obviously \( N = N_{L/F} L^* \). Otherwise we can proceed by induction on \( s \). If \( N \neq N_{L/F} L^* \), then the group \( N \cap N_{L/F} L^* \) is normic of index \( p^2 \) in \( F^* \) by Propositions (3.2) and (3.3). Therefore, there exists an integer \( s_1 < s \) such that
\[
\lambda_{s_1}((N \cap N_{L/F} L^* \cap U_{s_1,F})U_{s_1+1,F}/U_{s_1+1,F}) \neq \overline{F}.
\]
Then the group \((N \cap N_{L/F} L^*)U_{s_1,F}\) is normic of index \(p\) in \(F^*\). By the induction assumption \((N \cap N_{L/F} L^*)U_{s_1,F} = N_{L_1/F} L_1^*\) for a cyclic extension \(L_1/F\) of degree \(p\). Then \(N\) contains the group \(N \cap N_{L/F} L^* = N_{L_1/F} L_1^* \cap N_{L/F} L^*\), which coincides with \(N_{L_1/L/F}(L_1 L)^*\) and is a norm subgroup in \(F^*\). Therefore, \(N\) is a norm subgroup.

The case \(n = p^m\) can be considered in the same way as in the proof of Theorem (6.2) Ch. IV, using Propositions (3.2) and (3.3). Now, repeating the arguments in the proof of Theorem (6.2) Ch. IV, we obtain that every normic subgroup of finite index in \(F^*\) is a norm subgroup. The remaining assertions of the Theorem are proved similarly, as in the proof of Theorem (6.2).

Remark. Another proof of this Theorem can be carried out using pairings of the multiplicative group \(F^*\), similarly to the proof of Theorem (6.2) Ch. IV. For the case of \(\text{char}(F) = p\) see [Sek1]; that paper also contains another description of normic subgroups.

(3.5). There exists another description of normic subgroups, more convenient in some cases. Let \(\text{char}(F) = p\) and let

\[
\mathcal{E}(\cdot, X) : W(F) \longrightarrow 1 + X \mathcal{O}_F[[X]]
\]

be the Artin–Hasse map (see (9.3) Ch. I). We keep the notations of section 9 Ch. I. For an element \(\alpha \in W(F)\) and a prime element \(\pi\) in \(F\) we put \(\mathcal{E}(\alpha, \pi^t) = \mathcal{E}(\alpha, X^t)|_{X = \pi}\). Note that \(\mathcal{E}(\alpha, \pi^t) \equiv 1 + r(c_0) \pi^t\mod \pi^{t+1}\); this follows from Proposition (9.3) Ch. I, where \(\alpha = \sum_{i \geq 0} r_0(c_i) \pi^i\) with \(c_i \in F\), \(r_0\) is the Teichmüller map \(F \rightarrow \mathcal{O}_F\), and \(r\) is the Teichmüller map \(F \rightarrow \mathcal{O}_F\). An advantage of introducing the map \(\mathcal{E}(\cdot, \pi^t) : W(F) \rightarrow U_{i,F}\) is its linearity: \(\mathcal{E}(\alpha + \beta, \pi^t) = \mathcal{E}(\alpha, \pi^t) \mathcal{E}(\beta, \pi^t)\).

Let \(A\) denote the ring of linear operators on \(W(F)\) of the form

\[
A = \sum_{m=0}^n \alpha_m F^m, \quad \alpha_m \in W(F),
\]

where \(F\) is the Frobenius map (see section 8 Ch. I). Then

\[
A(\beta) = \sum_{m=0}^n \alpha_m F^m(\beta)
\]

for \(\beta \in W(F)\). Compare the ring \(A\) with the ring of noncommutative polynomials \(W(F)[\Lambda]\) in (2.2). Since \(F\) is perfect, arguments similar to those in (2.2) show that the ring \(A\) is a left and right Euclidean principal ideal ring under addition and composition.

There is a natural homomorphism from the ring \(A\) to the ring of additive polynomials over \(F\):

\[
A = \sum_{m=0}^n \alpha_m F^m \mapsto A = \sum_{m=0}^n \alpha_m X^{p^m} \in F[X].
\]
3. Normic Subgroups

Proposition. An open subgroup \( N \) in \( F^* \) is normic if and only if for a prime element \( \pi \) in \( F \) there exists a linear operator \( A \in \mathcal{A} \), such that \( \deg(\overline{A}) > 0 \) and \( \mathcal{E}(A(\alpha), \pi^i) \in N \) for all \( \alpha \in W(F), i > 0 \).

Proof. Let \( U_{s+1,F} \subset N \). Suppose that there exists a linear operator \( A \in \mathcal{A} \), with the properties indicated in the Proposition. Put

\[
\mathcal{E}(Ar_0(a), \pi^i) \equiv 1 + f(r(a)) \pi^i \mod \pi^{s+1},
\]

for \( a \in F \),

where \( f(X) \in \mathcal{O}_F[X] \) and \( \deg(f) \) > 0. If \( \beta \) is an element in \( \mathcal{O}_F \) such that \( \overline{\beta} = a \), then Lemma (7.2) Ch. I shows that \( r(\alpha^p) = r(\alpha^p) \equiv \beta^p \mod \pi^{s+1} \). Therefore, \( 1 + f(\beta^p) \pi^i \in N \) for \( \beta \in \mathcal{O}_F \) and \( \deg(f(X^p)) > 0 \). Thus, \( N \) is normic.

Conversely, let \( N \) be a normic subgroup and \( U_{s+1,F} \subset N \). We saw in (3.1) that \( N \cap U_{1,F} \) is of finite index in \( U_{1,F} \). Let \( p^m \) be this index. Then \( \mathcal{E}(p^m A(\alpha), \pi^i) \in N \) for \( \alpha \in W(F) \), \( i \geq 0 \), where \( A \) is any linear operator in \( \mathcal{A} \).

Let \( f(X) \in \mathcal{O}_F[X] \) be as above. Then writing \( \alpha \equiv r_0(a) \mod pW(F) \) for elements \( \alpha \in W(F) \) and \( a \in F \), we obtain

\[
\mathcal{E}(p^{m-1} A(\alpha), \pi^i) \equiv \mathcal{E}(p^{m-1} A(r_0(a)), \pi^i) \equiv \mathcal{E}(A(r_0(a)), \pi^i)^{p^{m-1}}.
\]

Let \( g(X) \in \mathcal{O}_F[X] \) be any polynomial such that \( 1 + g(r(a)) \pi^j \equiv (1 + f(r(a)) \pi^i)^{p^{m-1}} \mod \pi^{s+1} \) for some \( j \geq i \). Then \( \mathcal{E}(p^{m-1} A(\alpha), \pi^i) \equiv 1 + g(r(a)) \pi^j \mod N \).

Proposition (2.9) shows that there are elements \( \alpha_k \in W(F) \), such that \( \sum \alpha_k = 1 \) and \( \sum \overline{\alpha_k} X \) is an additive polynomial over \( F \). Then

\[
\mathcal{E}(p^{m-1} A(\alpha), \pi^i) \equiv \prod \left( 1 + g(r(\alpha_k a)) \right) \pi^j \mod N,
\]

and we may assume, without loss of generality, that \( \overline{\alpha} \) is an additive polynomial over \( F \).

Let \( h_i(X) \) be a polynomial over \( \mathcal{O}_F \), such that \( \overline{h}_i \) is a nonzero additive polynomial and

\[
1 + h_i(\alpha) \pi^i \in N \quad \text{for} \quad \alpha \in \mathcal{O}_F.
\]

Choose an operator \( A_1 \in \mathcal{A} \) such that the polynomial \( \overline{g} \circ \overline{A_1} \) has an outer component \( \overline{h}_j \). Then

\[
\mathcal{E}(p^{m-1} A_1(\alpha), \pi^i) \equiv 1 + g(A_1 r(a)) \pi^j \equiv 1 + g_1(r(a)) \pi^{j+1} \mod N
\]

for some polynomial \( g_1(X) \in \mathcal{O}_F[X] \).

Similarly, one can find operators \( A_2, \ldots \in \mathcal{A} \) such that for \( B_1^{(i)} = A A_1 A_2 \ldots \) we get \( \mathcal{E}(p^{m-1} B_1^{(i)}(\alpha), \pi^i) \in N \) for \( \alpha \in W(F) \). Proceeding by induction on \( m \), we conclude that there exist operators \( B_m^{(i)} \in \mathcal{A} \) such that

\[
\mathcal{E}(B_m^{(i)}(\alpha), \pi^i) \in N \quad \text{for} \quad \alpha \in W(F), 0 < i \leq s.
\]
Now let $B \in \mathcal{A}$ be a least common outer multiple of the $B^{(1)}_{m_i}$. Then we deduce that $\mathcal{E}(B(\alpha), \pi^i) \in N$, as desired.

The argument similar to the proof of the previous proposition also proves

**Corollary.** An open subgroup $N$ in $F^*$ is normic if and only if there exist polynomials $p_i(X) \in W(F)[X]$, such that the polynomials $\mathcal{P}_i \in F[X]$ are of positive degree and $\mathcal{E}(p_i(\alpha), \pi^i) \in N$ for $\alpha \in W(F)$, $i > 0$.

(3.6). Finally, we shall find another characterization of normic subgroups of index $p$.

Let $N$ be an open subgroup of index $p$ in $U_{1,F}$. Let $U_{s+1,F} \subset N$ and $U_{s,F} \not\subset N$. Then the group

$$H = \lambda_s((N \cap U_{s,F})U_{s+1,F}/U_{s+1,F})$$

is of index $p$ in $F$. For every $i$, $0 < i < s$, and $\alpha \in W(F)$ there exists an element $f_i(\alpha) \in W(F)$ such that

$$\mathcal{E}(\alpha, \pi^i)\mathcal{E}(f_i(\alpha), \pi^i) \in N.$$ 

Then $\mathcal{E}(f_i(\alpha + \beta), \pi^i) \equiv \mathcal{E}(\alpha + \beta, \pi^i)^{-1} = \mathcal{E}(\alpha, \pi^i)^{-1}\mathcal{E}(\beta, \pi^i)^{-1}$ mod $N$. We obtain that $\mathcal{E}(f_i(\alpha + \beta) - f_i(\alpha) - f_i(\beta), \pi^i) \in N$ and

$$f_i(\alpha + \beta) \equiv f_i(\alpha) + f_i(\beta) \mod H.$$ 

Since $\mathcal{E}(\rho N, \pi^i) \in N$, we deduce that $f_i$, in fact, depends on the residue classes of $\alpha$ mod $pW(F)$. Hence, $f_i$ induces the linear homomorphism $\mathcal{T}_i : F \to F/H$.

**Proposition.** Let $N$ be a subgroup of index $p$ in $U_{1,F}$ such that

$$U_{s+1,F} \subset N \quad \text{and} \quad U_{s,F} \not\subset N$$

for some $s \geq 1$. Then $N \leftrightarrow (H, \mathcal{T}_1, \ldots, \mathcal{T}_{s-1})$ is a one-to-one correspondence between such subgroups and sequences of a subgroup $H$ of index $p$ in $F$, and homomorphisms $\mathcal{T}_i : F \to F/H$. A subgroup $N$ is normic if and only if $H$ is open in the additive topology on $F$ and the homomorphisms $\mathcal{T}_i$ are induced by additive polynomials.

**Proof.** Assume that $(H, \mathcal{T}_1, \ldots, \mathcal{T}_{s-1}) \neq (H', \mathcal{T}_1', \ldots, \mathcal{T}_{s-1}')$. If $H \neq H'$, then clearly $N \neq N'$. If $\mathcal{T}_i \neq \mathcal{T}'_i$ then $NN' = U_{1,F}$ and $N \neq N'$.

If $N$ is normic then $H$ is open. Let $g_i(X)$ be a polynomial over $\mathcal{O}_F$, such that $\mathcal{P}_i$ is a nonzero additive polynomial over $F$ and $1 + g_i(\alpha)\pi^i \in N$ for $\alpha \in \mathcal{O}_F$. Then $(\mathcal{T}_i, \mathcal{P}_i)(F) = 0$, and Proposition (2.4) shows that $\mathcal{P}_i(F)$ is of finite index in $F$. Therefore, by Corollary 2 of (2.7) the homomorphism $\mathcal{T}_i : F/\mathcal{P}_i(F) \to F/H$ is induced by an additive polynomial.

Conversely, let $H$ be open in the additive topology on $F$ and let $g(X) \in \mathcal{O}_F[X]$ be such that $\mathcal{P}(F) = H$ and $\mathcal{P}$ is an additive polynomial. Let $g_i(X) \in W(F)[X]$ be such
that \( f_i \) is induced by an additive polynomial \( \mathcal{g}_i(X) \) over \( \overline{F} \). Let \( h_i(X) \in W(\overline{F})[X] \) be such that \( \overline{h}_i \) is a least common outer multiple of \( \mathcal{g}_i, \mathcal{g}_j \). Put \( \overline{h}_i = \mathcal{g}_i \circ \mathcal{p}_i \) with \( p_i(X) \in W(\overline{F})[X] \). Then
\[
\mathcal{E}(g(\alpha), \pi^s) \in N, \quad \mathcal{E}(p_i(\alpha), \pi^i) = \mathcal{E}(g_i p_i(\alpha), \pi^s) \equiv 1 \mod N,
\]
for \( \alpha \in W(\overline{F}) \). Now Corollary (3.5) shows that \( N \) is normic. \( \square \)

**Corollary 1.** The reciprocity map \( \Psi_F \) is continuous with respect to the normic topology on \( F^* \). Its kernel coincides with the subgroup of divisible elements in \( F^* \).

**Proof.** Denote \( \Lambda_F = \cap N_{L/F} L^* \). The intersection of all normic subgroups of index \( l \) coincides with \( F^{s\mathbb{I}} \). Hence, \( \Lambda_F = \cap F^{s\mathbb{I}} \). Fix \( l \). For every \( a \in \Lambda_F \) and every \( L \) there is \( b \in F^* \) such that \( a = b^l \) and \( b \in N_{L/F} L^* \). Therefore, the intersection of finitely many closed subgroups \( N_{L_i/F} L_i^* \) with the finite discrete set \( \sqrt[l]{a} \) is nonempty. Then there is \( c \in \sqrt[l]{a} \) which belongs to \( \Lambda_F \). Thus, \( \Lambda_F \) is \( l \)-divisible. It coincides with the subgroup of multiplicative representatives of \( F \) in \( F \) which are in the image of the subgroup of divisible elements of \( F \) in \( F \). \( \square \)

**Corollary 2.** Let \( \text{char}(F) = p \). Suppose that the cardinality of \( F \) is \( q \). The set of all normic subgroups \( N \cap U_{1,F} \) for normic subgroups \( N \) of finite index has the cardinality \( q \) (we assume that \( q \) is not finite). The set of all open subgroups \( N \) in \( F^* \) of finite index in \( U_{1,F} \), such that
\[
\lambda_i(U_{i+1,F}(N \cap U_{i,F})/U_{i+1,F})
\]
is open in \( F \) with respect to the additive topology for \( i > 0 \), has the cardinality \( 2^q \). The set of all open subgroups of finite index in \( U_{1,F} \) has the cardinality \( 2^q \).

**Proof.** For every normic subgroup \( N \) of finite index in \( F^* \) there is a totally ramified extension \( L/F \) such that \( N \cap U_{1,F} = N_{L/F} L^* \cap U_{1,F} \). This extension is obtained by adjoining a root of a polynomial, such that its coefficients may be written as polynomials in a prime element \( \pi \) of \( F \) with coefficients in \( r(F) \) (see Exercise 5 in section 3 Ch. II). Therefore, there are at most \( q \) such extensions. By the previous Proposition there are \( q \) normic subgroups \( N \) of index \( p \) in \( U_{1,F} \) such that \( U_{2,F} \subset N \). We conclude that there are \( q \) normic subgroups of finite index. This Proposition also shows that there are \( 2^q \) open subgroups of index \( p \) in \( U_{1,F} \), since there are \( 2^q \) subgroups \( H \) of index \( p \) in \( F \) and \( 2^q \) homomorphisms of \( F \) to \( F/H \). Therefore, there are \( 2^q \) open subgroups of finite index in \( U_{1,F} \).

Assume that if \( \text{char}(F) = 0, p > 2 \), then the absolute index of ramification \( e(F) \neq 1 \). Then Corollary 2 of (5.8) Ch. I shows that there exists an index \( s > 1, p \nmid s \), such that \( U_{s+1,F} \subset U_{p,F} \), \( U_{s,F} \not\subset U_{p,F} \). Choose a subgroup \( H \) of index \( p \) in \( F \) open in the additive topology, such that \( \lambda_s(U_{s+1,F}(U_{1,F} \cap U_{s,F})/U_{s+1,F}) \subset H \). As there are \( 2^q \)}
homomorphisms of \( \overline{F} \) to \( \overline{F}/H \), using the previous Proposition we conclude that there are \( 2^q \) open subgroups \( N \) of index \( p \) in \( U_{1,F} \), such that

\[
\lambda_s(U_{s+1,F}(N \cap U_s,F)/U_{s+1,F}) = H \quad \text{and} \quad \lambda_i(U_{i+1,F}(N \cap U_i,F)/U_{i+1,F}) = \overline{F}
\]

for \( i \neq s \). If \( \text{char}(F) = 0, p > 2, e(F) = 1 \), then it is straightforward to show that there are \( 2^q \) open subgroups \( N \) of index \( p^2 \) in \( U_{1,F} \), such that their images \( \lambda_i(U_{i+1,F}(N \cap U_i,F)/U_{i+1,F}) \) are open in the additive topology of \( \overline{F} \). Thus, in the general case there are \( 2^q \) such open subgroups of finite index.

**Remark.** Another description of normic groups, using the language of algebraic groups over \( \overline{F} \), can be found in [Se3, sect. 2 Ch. XV].

**Exercises.**

1. Show that for a normic group \( N \subset U_{1,F} \), such that \( U_{s+1,F} \subset N \), there exists a sequence of linear operators \( A_{ij} \in A, 1 \leq i \leq s, i \leq j \leq s \), such that \( \overline{A}_{ij}(\overline{F}) = \lambda_i(U_{i+1,F}(N \cap U_i,F)/U_{i+1,F}) \) and \( N \) is generated by \( U_{s+1,F} \) and the elements \( \beta_i(\alpha) = \prod_{j=i}^s E(A_{ij}(\alpha), \pi^j), \quad \alpha \in W(F), 1 \leq i \leq s \).

2. An open subgroup \( N \) of finite index in \( U_{1,F} \), such that \( \lambda_i(U_{i+1,F}(N \cap U_i,F)/U_{i+1,F}) \) are open in the additive topology of \( \overline{F} \) for all \( i > 0 \), is called pseudonormic. Show that the intersection of two pseudonormic subgroups is not always pseudonormic when \( \overline{F} \) is an infinite field of characteristic \( p \).

3. Generalize the arguments of (6.4) Ch. IV to a local field with quasi-finite residue field.

4. (⋄) Let \( F \) be a local field such that its residue field is a Brauer field (see Exercises 4, 5 in section 1). The notion of a normic group in \( F^\times \) is the same as in the previous section. Show that normic groups of index \( n \) that divides \( \text{deg}(F^{\text{sep}}/F) = \prod_{l|n} l^{n(l)} \) (\( n \) is odd when \( n(2) = 1 \)) are in one-to-one correspondence with finite abelian extensions of degree \( n \).

5. Let \( K \) be a perfect field of characteristic \( p \). Let \( F \) be a complete discrete valuation field with residue field \( K \). Let \( L/F \) be a finite totally ramified extension. Let \( i = h_{L/F}(j) \) and let \( N_{L,F}(1 + \alpha \pi^j) = 1 + g(\alpha)\pi^j \) with \( g \in O_F[X] \). Using Exercise 5 in section 2 show that the residue of \( g \) is a \( K \)-decomposable additive polynomial.

**4. Local \( p \)-Class Field Theory**

In this section we consider a local field \( F \) with perfect residue field of characteristic \( p \) and describe its abelian totally ramified \( p \)-extensions by using the group of principal units \( U_{1,F} \). This theory is a generalization of the theory of Chapter IV, and the methods of section 2 and 3 of that chapter. Note that abelian totally tamely ramified extensions are described by Kummer theory (see Exercise 9 section 1) and unramified extensions just correspond to separable extensions of the residue field.
Let \( \tilde{F} \) denote the maximal abelian unramified \( p \)-extension of \( F \) and let \( L/F \) be a finite Galois totally ramified \( p \)-extension. We shall show in (4.5) that a generalization of the Neukirch map of section 2 Ch. IV induces an isomorphism

\[
\text{Hom}_{\mathbb{Z}_p}(\text{Gal}(\tilde{F}/F), \text{Gal}(L/F)^\text{ab}) \cong U_{1,F}/N_{L/F}U_{1,L},
\]

where \( \text{Hom}_{\mathbb{Z}_p} \) denotes continuous \( \mathbb{Z}_p \)-homomorphisms from the group \( \text{Gal}(\tilde{F}/F) \) endowed with the topology of profinite group to the discrete finite group \( \text{Gal}(L/F)^\text{ab} \).

We shall show how various results of class field theory for local fields with (quasi-)finite residue field can be generalized in \( p \)-class field theory.

(4.1). Let \( F \) be a complete (or Henselian) discrete valuation field with perfect residue field \( F \) of characteristic \( p > 0 \). Let \( \wp(X) \) denote as usually the polynomial \( X^p - X \). Denote \( \kappa = \dim_{\mathbb{F}_p} F/\wp(F) \). Further we will assume that \( \kappa \neq 0 \). This means that the field \( F \) is not separably \( p \)-closed, i.e., it has nontrivial separable extensions of degree \( p \). If \( F \) is quasi-finite, then \( \kappa = 1 \).

Remark. If \( \kappa = 0 \) then the field \( F \) is separably \( p \)-closed. By choosing nontrivial perfect subfields of it and local fields \( F_i \subset F \) having them as residue fields and containing a prime element of \( F \) for sufficiently large \( i \) one can view extensions of \( F \) as coming from extensions of local fields \( F_i \). Then one can describe abelian totally ramified \( p \)-extensions of \( F \) using the description for \( F_i \) similarly to Example 1 of (6.6) Ch. IV.

Denote by \( \hat{F} \) the maximal unramified \( p \)-extension of \( F \). Due to Witt theory (see Exercise 6 section 5 Ch. IV) there is a canonical isomorphism

\[
\text{Gal}(\tilde{F}/F) \simeq \text{Hom}(W(F)/\wp W(F) \otimes \mathbb{Q}_p/\mathbb{Z}_p, \mathbb{Q}_p/\mathbb{Z}_p).
\]

Non-canonically \( \text{Gal}(\tilde{F}/F) \) is isomorphic to \( \prod_{\kappa} \mathbb{Z}_p \) (we have a canonically defined generator of this group, the Frobenius automorphism, only when the residue field is finite).

Denote by \( \hat{F} \) the maximal unramified \( p \)-extension of \( F \). It is well known that the Galois group of \( \hat{F}/F \) is a free pro-\( p \)-group, see e.g. Prop. 6.1.7 of [NSchW]. The group \( \text{Gal}(\hat{F}/F) \) is its maximal abelian quotient. The residue field of \( \hat{F} \) does not have nontrivial separable \( p \)-extensions.

Now let \( L/F \) be a Galois totally ramified \( p \)-extension. Then \( \text{Gal}(L/F) \) can be identified with \( \text{Gal}(\tilde{L}/\tilde{F}) \) and \( \text{Gal}(\tilde{L}/\tilde{F}) \simeq \text{Gal}(\tilde{L}/F) \times \text{Gal}(\hat{F}/F) \).

Definition. Denote \( \text{Gal}(L/F)\hat{=} = \text{Hom}(\text{Gal}(\tilde{F}/F), \text{Gal}(L/F)) \) the group of continuous homomorphisms from the profinite group \( \text{Gal}(\hat{F}/F) \) to the discrete group \( \text{Gal}(L/F) \).

Denote \( \text{Gal}(L/F)\hat{=} = \text{Hom}_{\mathbb{Z}_p}(\text{Gal}(\tilde{F}/F), \text{Gal}(L/F)) \) the group of continuous homomorphisms from the profinite group \( \text{Gal}(\hat{F}/F) \) which is a \( \mathbb{Z}_p \)-module (\( a \cdot \sigma = \sigma^a \),
a ∈ ℤ_p) to the discrete ℤ_p-module Gal(L/F). So Gal(L/F)ˆ is non-canonically isomorphic to ⊕_χ Gal(L/F). We have the natural injective homomorphism Gal(L/F)ˆ → Gal(L/F)ˆ which is surjective if L/F is abelian.

By Witt theory Hom_{ℤ_p}(Gal(𝔽p), ℤ/p^nℤ) is canonically isomorphic to the group W_n(𝔽p)/φ(W_n(𝔽p)). Hence if Gal(L/F)ˆ = {1} for some n, then Gal(L/F)ˆ is canonically isomorphic to Gal(L/F) ⊗ W_n(𝔽p)/φ(W_n(𝔽p)).

**Definition.** Let in addition the degree of L/F be finite. For χ ∈ Gal(L/F)ˆ denote by Σχ the fixed field of all σ ∈ Gal(𝔽), where σ|𝔽 = φ, σ|L = χ(φ) and φ runs over all elements (or just a topological basis) of Gal(𝔽). Then Σχ ∩ 𝔽 = F, i.e., Σχ/F is a totally ramified p-extension.

For χ ∈ Gal(L/F)ˆ let πχ be a prime element of Σχ. Put

\[ Y_{L/F}(χ) = N_{Σχ/F}πχN_{L/F}π_L^{-1} \pmod{N_{L/F}U_L}, \]

where π_L is a prime element in L.

**Remark.** The field Σχ is a subfield of 𝔽 if and only if L/F is abelian. So in the definition of Y_{L/F} for abelian L/F one can work with 𝔽 instead of 𝔽.

(4.2). **Lemma.** The map Y_{L/F} : Gal(L/F)ˆ → U_F/N_{L/F}U_L is well defined.

**Proof.** Y_{L/F} does not depend on the choice of π_L. Let M be the compositum of Σχ and L. Then M/Σχ is unramified and a prime element in Σχ can be written as πχN_M/Σχ ε for a suitable ε ∈ U_M. Since N_{M/F}ε = N_{L/F}(N_{M/L}ε) ∈ N_{L/F}U_L, we complete the proof.

Since L/F is a p-extension, the inclusion U_{1,F} → U_F induces U_{1,F}/N_{L/F}U_{1,L} ∼= U_F/N_{L/F}U_L, and hence the image of Y_{L/F} is in U_{1,F}/N_{L/F}U_{1,L}.

(4.3). For every finite Galois totally ramified p-extension L/F the norm map N_{L/𝔽} from U_{1,L} to U_{1,𝔽} is surjective, see Remark in (1.6) Ch. IV.

Now we introduce the map inverse to Y_{L/F}. Let L/F be a finite Galois totally ramified p-extension. Let ε ∈ U_{1,F} and φ ∈ Gal(𝔽). Let η ∈ U_{1,𝔽} be such that N_{L/𝔽}η = ε. Let π_L be a prime element in L. Since N_{L/𝔽}(φ-1) = 1, we deduce from Proposition and Remark in (1.7) Ch. IV that η-1 ≡ π_L^{-1}σ mod U(𝔽) for a σ ∈ Gal(𝔽) which is uniquely determined as an element of Gal(𝔽)^ab. Similarly to Lemma (3.1) Ch. IV the element η does not depend on the choice of η. Set χ(φ) = σ_L. Then χ(φ1φ2) = σ1σ2, since

\[ η^φ1φ2 = η^{φ1^{-1}}(η^{φ2^{-1}})^φ1 = π_L^{1-σ1}π_L^{1-σ2} = π_L^{1-σ1σ2} \pmod{U(𝔽)}. \]

This means χ ∈ (Gal(L/F)^ab)^ˆ.
Similarly to the proof of Lemma (3.1) Ch. IV we deduce that the map
\[ \Psi_{L/F} : U_{1,F} / N_{L/F} U_{1,L} \longrightarrow (\text{Gal}(L/F)^{ab})^{\sim} \quad \varepsilon \mapsto \chi, \]
where we use \((\text{Gal}(L/F)^{ab})^{\sim} \cong (\text{Gal}(L/F)^{ab})^{\sim}\), is a homomorphism.

**Proposition.**
We have the following commutative diagrams which involve the maps \( \Upsilon \).

1. Let \( L/F, L'/F' \) be finite Galois totally ramified \( p \)-extensions, and let \( F'/F, L'/L \) be finite totally ramified extensions. Then the diagram
\[
\begin{array}{ccc}
\text{Gal}(L'/F')^{\sim} & \longrightarrow & U_{1,F'} / N_{L'/F'} U_{1,L'} \\
\downarrow & & \downarrow \\
\text{Gal}(L/F)^{\sim} & \longrightarrow & U_{1,F} / N_{L/F} U_{1,L}
\end{array}
\]
is commutative, where the left vertical homomorphism is induced by the natural restriction \( \text{Gal}(L'/F') \rightarrow \text{Gal}(L/F) \) and the isomorphism \( \text{Gal}(\hat{F}'/\hat{F}'') \cong \text{Gal}(\hat{F}/F)) \).

2. Let \( L/F \) be a Galois totally ramified \( p \)-extension, and let \( \sigma \) be an automorphism. Then the diagram
\[
\begin{array}{ccc}
\text{Gal}(L/F)^{\sim} & \longrightarrow & U_{1,F} / N_{L/F} U_{1,L} \\
\sigma^{\sim} & \downarrow & \\
\text{Gal}(\sigma L/\sigma F)^{\sim} & \longrightarrow & U_{1,\sigma F} / N_{\sigma L/\sigma F} U_{1,\sigma L}
\end{array}
\]
is commutative, where \((\sigma^{\sim} \chi)(\sigma \varphi \sigma^{-1}) = \sigma \chi(\varphi) \sigma^{-1}\).
For \( \Psi \) we have similar commutative diagrams of homomorphisms.

We will use the following auxiliary Lemma.

**Lemma.** Let \( L/F \) be a totally ramified cyclic extension of degree \( p \). Let \( \psi, \psi_i \in \text{Gal}(\hat{L}/F) \), \( i \in I \), be a set of automorphisms such that \( \psi|_{\hat{F}}, \psi_i|_{\hat{F}} \) are \( \mathbb{Z}_p \)-linearly independent and almost all \( \psi_i \in \text{Gal}(\hat{L}/L) \). Denote by \( \mathcal{F}, \mathcal{L} \) the completion of \( \hat{F}, \hat{L} \) and by \( \hat{\mathcal{F}} \) and \( \hat{\mathcal{L}} \) the completion of \( \hat{F} \) and \( \hat{L} \). Put \( U(\mathcal{L}/\mathcal{F}) = U_{\mathcal{L}} \cap U(\hat{\mathcal{L}}/\hat{\mathcal{F}}) \).

1. Let \( \rho \in U_{1,\mathcal{L}} \) be such that \( \psi_i(\rho) = \rho \) for all \( i \in I \). Then there is a unit \( \xi \in U_{1,\mathcal{L}} \) such that \( \rho = \xi^{\psi^{-1}} \) and \( \psi_i(\xi) = \xi \) for all \( i \in I \).

2. Let \( \rho \in U(\mathcal{L}/\mathcal{F}) \) be such that \( \psi_i(\rho) = \rho \) for all \( i \in I \). Then there is a \( \xi \in U(\mathcal{L}/\mathcal{F}) \) such that \( \rho = \xi^{\psi^{-1}} \) and \( \psi_i(\xi) = \xi \) for all \( i \in I \).
Proof. (1) Similarly to the proof of Proposition (1.8) Ch. IV one checks that for every unit $\rho$ in $U_{1,\bar{L}}$ and an automorphism $\psi$ of $\text{Gal}(\hat{L}/F)$ there is a unit $\xi \in U_{1,\bar{L}}$ such that $\rho = \xi^{\psi^{-1}}$.

Similarly, one checks that for every set of automorphisms as in the statement of (1) and for every unit $\rho$ in $U_{1,\bar{L}}$, $\psi_i(\rho) = \rho$, there is a unit $\xi \in U_{1,\bar{L}}$ such that $\rho = \xi^{\psi_i^{-1}}$ and $\psi_i(\xi) = \xi$.

(2) Denote by $\sigma$ a generator of $\text{Gal}(L/F)$. Since $L/F$ is of degree $p$ we know that $U(\hat{L}/F) = U_{1,\bar{L}}$. The rest follows using (1).

**(4.5). Theorem.** Let $L/F$ be a finite Galois totally ramified $p$-extension. The map $\Psi_{L/F}$ is a surjective homomorphism. It induces an isomorphism

$\Psi_{L/F}^*: (\text{Gal}(L/F)^\text{ab})^\sim \to U_{1,F}/N_{L/F}U_{1,L}$

and $\Psi_{L/F}$ is its inverse.

Proof. (1) First we verify that $\Psi_{L/F} \circ \Psi_{L/F}^*$ is the identity on $\text{Gal}(L \cap F^{ab}/F)^\sim$. Indeed, let $\pi_\chi = \pi_L \eta$ with $\eta \in U_{\hat{L}}$. Let $\varphi \in \text{Gal}(\hat{L}/L)$ and $\sigma_\varphi \in \text{Gal}(\hat{L}/F)$, where $\sigma_\varphi|_{\hat{F}} = \varphi|_{\hat{F}}$, $\sigma_\varphi|_L = \sigma = \chi(\varphi)$. Then

$$\pi_L^{1-\sigma} = \eta^{\sigma_\varphi^{-1}} \equiv \eta^{\psi^{-1}} \mod U(\hat{F})$$

and $N_{L/F} \eta = N_{\chi/L,F,F} \pi_\chi N_{L/F} \pi_L^{-1}$. Therefore, $\Psi_{L/F}(\Psi_{L/F}(\chi))$ is the image of $\chi$ in $\text{Gal}(L \cap F^{ab}/F)^\sim$ with respect to the projection $\text{Gal}(L/F) \to \text{Gal}(L \cap F^{ab}/F) = \text{Gal}(L/F)^\text{ab}$. In particular, $\Psi_{L/F}$ is a surjective and $\Psi_{L/F}^*$ is injective.

(2) Next we show that if $L/F$ is cyclic of degree $p$ then $\Psi_{L/F} \circ \Psi_{L/F} = \text{id}$. From the description of the norm map in (1.5) Ch. III and in its notation we deduce that $U_{1,F}$ is in the image of the norm map of the extension $EL/F$ where $E$ is the unramified extension of $F$ which corresponds to the residue field extension generated by roots of polynomials $X^p - \bar{\pi}^p = X - a$, $a$ running through elements of the residue field of $F$. In particular, $U_{1,F} \subset N_{L/F}U_{1,\bar{L}}$. Choose $\varphi, \varphi_i \in \text{Gal}(\hat{L}/L)$, $i \in I$, a full set of generators of $\text{Gal}(\hat{L}/L)$ such that $\varphi_i$ acts trivially on $EL$. Denote by $L'$ the fixed field of all $\varphi_i$, so $EL \subset L'$.

Let $\varepsilon \in U_{1,F}$. We can write it as $\varepsilon = N_{L/F} \varphi \rho$ for a $\rho \in U_{1,EL}$. Then $\rho^{\varphi_i^{-1}} = 1$ and $\rho^{\varphi^{-1}} = \pi_L^{1-\sigma} \rho^{1-\sigma}$ for some $\nu \in U_{1,L'}$. $\sigma \in \text{Gal}(\hat{L}/F)$.

Put $\psi = \sigma \phi$. Using the previous Lemma, applied to $\psi$ and $\varphi_i$, find $\lambda \in L'$ such that $\lambda^{-\psi} = (\nu \rho^{-\varphi})_{\sigma^{-1}}$. Then $\eta = \pi_L \rho \lambda^{1-\sigma}$ is $\psi$-fixed and $\varphi_i$-fixed, hence $\eta \in \Sigma_{\chi}$, where $\Sigma_{\chi}$ corresponds to $\chi \in \text{Gal}(L/F)^\sim$ defined as $\chi(\varphi_i|_{\hat{F}}) = 1$ and $\chi(\varphi|_{\hat{F}}) = \sigma|_L$. Now $\varepsilon = N_{\Sigma_{\chi}/\hat{F}} \eta \mod N_{L/F} U_L$ and $\Psi_{L/F} \circ \Psi_{L/F} = \text{id}$. Thus, $\Psi_{L/F}$, $\Psi_{L/F}^*$ are isomorphisms for cyclic extensions $L/F$ of degree $p$. 

**Note:** The notation $\chi$ and $\varphi$ are used for different elements in this proof. In some cases, $\chi$ is used for a generator of $\text{Gal}(L/F)$, and $\varphi$ for a generator of $\text{Gal}(\hat{L}/L)$. The distinction is important for the proof of the theorem.
4. Local $p$-Class Field Theory

(3) Now we show that for an arbitrary abelian totally ramified $p$-extension $L/F$ both $\Psi_{L/F}$ and $\Upsilon_{L/F}$ are isomorphisms, arguing by induction on the degree of the extension. In view of (1) it is sufficient to show that $\Psi_{L/F}$ is injective.

Let $M/F$ be a proper Galois subextension of a totally ramified Galois $p$-extension $L/F$. The functorial properties of the homomorphism $\Psi_{L/F}$ imply the following commutative diagram

$$
\begin{array}{ccc}
U_{1,M}/N_{L/M}U_{1,L} & \xrightarrow{N_{M/F}} & U_{1,F}/N_{L/F}U_{1,L} \\
\downarrow \Psi_{L/M} & & \downarrow \Psi_{L/F} \\
\text{Gal}(L/M) & \rightarrow & \text{Gal}(L/F) \\
\end{array}
$$

with exact rows. Hence the induction on the degree implies the injectivity of $\Psi_{L/F}$.

(4) Finally we will show that $\Upsilon_{L/F}$ is a surjective homomorphism and $\Upsilon_{L/F}^{ab}$ is an isomorphism whose inverse is $\Psi_{L/F}$.

Let $E/F$ be the maximal abelian subjection of $L/F$. From Proposition (4.4) we get the following commutative diagram

$$
\begin{array}{ccc}
U_{1,E}/N_{L/E}U_{1,L} & \xrightarrow{N_{E/F}} & U_{1,F}/N_{L/F}U_{1,L} \\
\downarrow \Upsilon_{L/E} & & \downarrow \Upsilon_{L/F} \\
\text{Gal}(L/E) & \rightarrow & \text{Gal}(L/F) \\
\end{array}
$$

Proposition (4.4) and this diagram imply that every element of $U_{1,F}/N_{L/F}U_{1,L}$ is the sum of an element of $\Upsilon_{L/F}(\text{Gal}(L/F)^\wedge)$ and of $N_{E/F}^*\Upsilon_{L/E}(\text{Gal}(L/E)^\wedge)$. Arguing by induction on degree we can assume that $\Upsilon_{L/E}$ is a homomorphism. Then using the functorial properties of Proposition (4.4) arguing similar to the last part (starting with $So$) in the proof of Theorem (3.3) Ch. IV, we deduce that $\Upsilon_{L/F}(\text{Gal}(L/E)^\wedge) = 1$ and the map $N_{E/F}^*$ in the diagram is the zero map. Since $\Upsilon_{E/F}$ is an isomorphism we complete the proof.

\(\square\)

(4.6). Corollary 1. Let $L/F$ be a totally ramified abelian $p$-extension. Then $U_{1,F} \subset N_{L/F}^\wedge U_{1,L}^\wedge$.

Proof. The image of $\Upsilon_{L/F}$ lies in $(U_{1,F} \cap N_{L/F}^\wedge U_{1,L}^\wedge)/N_{L/F}U_{1,L}$, since the field $\Sigma_X$ is a subfield of $\tilde{L}$. It remains to use the surjectivity of $\Upsilon_{L/F}$.

Corollary 2. Let $M/F$ be the maximal abelian subextension in a Galois totally ramified $p$-extension $L/F$. Then $N_{M/F}U_{1,M} = N_{L/F}U_{1,L}$.

Similarly to section 4 Ch. IV one proves
Corollary 3. Let $L_1/F$, $L_2/F$, $L_1L_2/F$ be abelian totally ramified $p$-extensions. Put $L_3 = L_1L_2$, $L_4 = L_1 \cap L_2$. Then $N_{L_3/F}U_{1,L_3} = N_{L_1/F}U_{1,L_1} \cap N_{L_2/F}U_{1,L_2}$ and $N_{L_4/F}U_{1,L_4} = N_{L_1/F}U_{1,L_1}N_{L_2/F}U_{1,L_2}$. Moreover, $N_{L_4/F}U_{1,L_1} \subset N_{L_2/F}U_{1,L_2}$ if and only if $L_1 \supset L_2$; $N_{L_1/F}U_{1,L_1} = N_{L_2/F}U_{1,L_2}$ if and only if $L_1 = L_2$.

(4.7). The following assertion is proved in a similar way to Theorem (3.5) Ch. IV.

Theorem. Assume that $L/F$ is a finite abelian totally ramified $p$-extension and $G = \text{Gal}(L/F)$. Let $h = h_{L/F}$ be the Hasse–Herbrand function of $L/F$ Then for $n \geq 1$ the reciprocity isomorphism $\Psi_{L/F}$ maps the quotient group $U_{n,F}N_{L/F}L^*/N_{L/F}L^*$ isomorphically onto the group $G_{h(n)}$ and the reciprocity isomorphism $\Upsilon_{L/F}$ maps the group $G_{h(n)+1}$ isomorphically onto $U_{n+1,F}N_{L/F}L^*/N_{L/F}L^*$.

Therefore, $G_{h(n)+1} = G_{h(n)+1}$, i.e., upper ramification jumps of $L/F$ are integers.

Remark. Since for a local field $F$ with separably $p$-closed residue field of characteristic $p$ its finite abelian totally ramified extension $L/F$ is generated by an element which is defined over a local field $E \subset F$ with non-separably $p$-closed residue field, we can apply the previous Theorem to deduce the validity of the Hasse–Arf Theorem in the general case.

(4.8). Let $F^{ab}/F$ be the maximal $p$-subextension in $F^{ab}/F$. Let $\{\psi_i\}$ be a set of automorphisms in $\text{Gal}(F^{ab}/F)$ such that $\psi_i |_{\tilde{F}}$ are linearly independent and generate $\text{Gal}(\tilde{F}/F)$. Then the group $\text{Gal}(\Sigma/F)$ for the fixed field $\Sigma$ of $\psi_i$ is isomorphic to $\text{Gal}(F^{ab}/\tilde{F})$. Passing to the projective limit we obtain the $p$-class reciprocity map

$$\Psi_F: U_{1,F} \rightarrow \text{Hom}_{\mathbb{F}_p}(\text{Gal}(\tilde{F}/F), \text{Gal}(F^{ab}/\tilde{F})).$$

This map possesses functional properties analogous to stated in Proposition. The kernel of $\Psi_F$ coincides with the intersection of all norm groups $N_{L/F}U_{1,L}$ for abelian totally ramified $p$-extensions $L/F$, $L \subset \Sigma$.

Similarly to the case of quasi-finite residue field the Existence Theorem requires an additional study of additive polynomials over perfect fields of characteristic $p$. We refer to [Fe6] for details. The presentation in this section corrects one mistake in [Fe6] about the norm map $N_{L/F}$: it is not clear whether it is surjective for non-abelian $L/F$.

The Existence Theorem implies that the reciprocity map $\Psi_F$ is injective. It is not surjective unless the residue field of $F$ is finite.

Another Corollary of the Existence Theorem is the following assertion [Fe6, sect.3]:

Let $\pi$ be a prime element in $F$. Let $F_\pi$ be the compositum of all finite abelian $p$-extensions $L$ of $F$ such that $\pi \in N_{L/F}L^*$. Then $F_\pi$ is a maximal abelian totally ramified $p$-extension of $F$ and the maximal abelian $p$-extension $F^{abp}$ of $F$ is the compositum of linearly disjoint extensions $F_\pi$ and $\tilde{F}$.

It is an open problem to generate the field $F_\pi$ over $F$ explicitly (similar to how Lubin–Tate formal groups do in the case of finite residue field, see section 1 Ch. VIII).
REM: There is another approach to class field theory of local fields with infinite perfect residue field due to M. Hazewinkel [Haz1]. It provides a description of abelian extensions in terms of maximal constant quotients of the fundamental group of the group of units of a local field viewed with respect to its pro-quasi-algebraic structure. This is a generalization of J.-P. Serre’s geometric class field theory [Se2] (see Example 1 section 6 Ch. IV). The method is to use a generalization of the Hazewinkel map and to go from the case of algebraically closed residue field to the situation of perfect residue field. Unfortunately, we know almost nothing about the structure of the fundamental groups involved.

5. Generalizations

In this section we discuss two further generalizations of local class field theory: imperfect residue field case in (5.1) and abelian varieties with ordinary good reduction over local fields with finite residue field in (5.2).

(5.1). Let $F$ be a complete (Henselian) discrete valuation field with residue field $\overline{F}$ of characteristic $p$. We assume that $F$ is not necessarily perfect and that $\kappa = \dim_{\mathbb{F}_p} \overline{F}/\varphi(\overline{F})$ is not zero.

Denote by $\overline{F}$ be the maximal abelian unramified $p$-extension of $F$. Denote by $\hat{F}$ the maximal unramified $p$-extension of $F$. In general, $N_{\hat{F}/F} U_{1,\hat{F}} \neq U_{1,\hat{F}}$.

Let $L$ be a totally ramified Galois $p$-extension of $F$. Similarly to the previous section define $\text{Gal}(L/F)^{\text{ab}}$ and $\text{Gal}(L/F)^{\text{reg}}$. In a similar way to the previous section define the map

$$\Upsilon_{L/F}: \text{Gal}(L/F)^{\text{reg}} \to U_{1,F}/N_{L/F} U_{1,L}.$$ 

The image of $\Upsilon_{L/F}$ lies in $(U_{1,F} \cap N_{\hat{L}/\hat{F}} U_{1,\hat{F}})/N_{L/F} U_{1,L}$ and we denote this new map by the same notation. Similarly to (4.5), denote $\Upsilon_{L/F}^{ab}: (\text{Gal}(L/F)^{\text{ab}})^{\text{reg}} \to (U_{1,F} \cap N_{\hat{L}/\hat{F}} U_{1,\hat{F}})/N_{L/F} U_{1,L}$.

DEF: Let $F$ be complete discrete valuation field such that $F \supset \hat{F}$, $e(F|\hat{F}) = 1$ and the residue field of $F$ is the perfection of the residue field $K$ of $\hat{F}$, i.e., $\bigcup_{n \geq 0} K^{p^{-n}}$. Such a field $F$ exists by (5.3) Ch. II. So the residue field of $F$ does not have nontrivial algebraic $p$-extensions.

Put $L = LF$; the map $N_{L/F}$ is surjective. Denote by $U(\hat{L}/\hat{F}) = U_{\hat{L}} \cap U(L/F)$, the latter was defined in (1.7) Ch. IV.

Then similarly to Proposition (1.7) Ch. IV one shows that the sequence

$$1 \to \text{Gal}(L/F)^{\text{ab}} \to U_{1,\hat{L}}/U(\hat{L}/\hat{F}) \xrightarrow{N_{L/F}} N_{L/F} U_{1,\hat{L}} \to 1$$
is exact.

We now generalize the Hazewinkel homomorphism.

**Definition.** Define a homomorphism

\[ \Psi_{L/F}: (U_{1,F} \cap N_{L/F}U_{1,L})/N_{L/F}U_{1,L} \to \text{Gal}(L \cap F^{ab}/F), \quad \varepsilon \mapsto \chi \]

where \( \chi(\varphi) = \ell^{-1}(\eta^{1-\varphi}) \) and \( \eta \in U_{1,L} \) is such that \( \varepsilon = N_{L/F} \eta \). Similarly to the previous sections, \( \Psi_{L/F} \) is well defined.

**Properties of \( \Upsilon_{L/F}, \Psi_{L/F} \) [Fe9].**

1. \( \Psi_{L/F} \circ \Upsilon_{ab}^{L/F} = \text{id on } \text{Gal}(L \cap F^{ab}/F) \), so \( \Psi_{L/F} \) is surjective.
2. Let \( F \) be a complete discrete valuation field such that \( F \supset F_e \), \( e(F|F) = 1 \) and the residue field of \( F \) is the perfection of the residue field of \( F \), i.e., is equal to \( \bigcup_{n \geq 0} F^{p^{-n}} \). Such a field exists by (5.3) Ch. II. Put \( L = LF \). The embedding \( F \to F \) induces the homomorphism

\[ \lambda_{L/F}: (U_{1,F} \cap N_{L/F}U_{1,L})/N_{L/F}U_{1,L} \to U_{1,F}/N_{L/F}U_{1,L}. \]

Then the diagram

\[
\begin{array}{ccc}
\text{Gal}(L/F) & \xrightarrow{\Upsilon_{L/F}} & (U_{1,F} \cap N_{L/F}U_{1,L})/N_{L/F}U_{1,L} \\
\downarrow & & \downarrow \\
\text{Gal}(L/F) & \xrightarrow{\Psi_{L/F}} & \text{Gal}(L \cap F^{ab}/F) \end{array}
\]

is commutative.

3. Since \( \Psi_{L/F} \) is an isomorphism by the previous section, we deduce that \( \lambda_{L/F} \) is surjective and \( \ker(\Psi_{L/F}) = \ker(\lambda_{L/F}) \), and therefore we have an isomorphism

\[ (U_{1,F} \cap N_{L/F}U_{1,L})/N_s(L/F) \cong \text{Gal}(L \cap F^{ab}/F) \]

where

\[ N_s(L/F) = U_{1,F} \cap N_{L/F}U_{1,L} \cap N_{L/F}U_{1,L} \]

is the group of elements of \( U_{1,F} \) which are norms at the level of the maximal unramified \( p \)-extension (where the residue field is separably \( p \)-closed) and at the level of \( F \) (where the residue field is perfect).

**Theorem.** Let \( L/F \) be a finite cyclic totally ramified \( p \)-extension. Then

\[ \Upsilon_{L/F}: \text{Gal}(L/F) \to (U_{1,F} \cap N_{L/F}U_{1,L})/N_{L/F}U_{1,L} \]

is an isomorphism.

In addition the left hand side is isomorphic to \( (U_{1,F} \cap N_{L/F}U_{1,L})/N_{L/F}U_{1,L} \).
**Proof.** Since \( L/F \) is cyclic, we get \( U(\hat{L}/\hat{F}) = U_{1,\hat{L}}^{\sigma^{-1}} \) where \( \sigma \) is a generator of the Galois group. Let \( \Psi_{L/F}(\varepsilon) = 1 \) for \( \varepsilon = N_{\hat{L}/\hat{F}}^{\eta} \in U_{1,F} \). Then \( \eta^{\sigma^{-1}} \in U(\hat{L}/\hat{F}) \cap U_{1,\hat{L}}^{\sigma^{-1}} \). Similarly to the previous section we deduce that \( \varepsilon \in N_{L/F}U_{1,L} \) and so \( \Psi_{L/F} \) is injective. Then it is an isomorphism. Since the image of \( \Upsilon_{L/F} \) is in \((U_{1,F} \cap N_{\hat{L}/\hat{F}}U_{1,\hat{L}})/N_{L/F}U_{1,L}\), the second assertion follows.

**Remarks.**

1. H. Miki proved this theorem in a different setting [Mik4] which does not mention class field theory.

2. It is an open problem what is the kernel of \( \Psi_{L/F} \) for an arbitrary finite abelian extension \( L/F \), in other words how different is \( N^*_{L/F} \) from \( N_{L/F}U_{1,L} \).

**Corollary.**

1. Let \( F \) be a complete discrete valuation field with residue field of characteristic \( p \). Let \( L_1/F \) and \( L_2/F \) be finite abelian totally ramified \( p \)-extensions. Let \( N_{L_1/F}L_1^* \cap N_{L_2/F}L_2^* \) contain a prime element of \( F \). Then \( L_1L_2/F \) is totally ramified.

2. Assume that \( F \not= \wp(F) \). Let \( L_1/F, L_2/F \) be finite abelian totally ramified \( p \)-extensions. Then \( N_{L_1/F}L_1^* = N_{L_2/F}L_2^* \iff L_1 = L_2 \).

For the proof see [Fe9]. The second assertion can be viewed as an extension of the similar assertion of Proposition (4.1) Ch. IV to the most general case.

**Remark.** Let \( F \) be of characteristic zero with absolute ramification index equal to 1. Let \( \pi \) be a prime element of \( F \).

Define a homomorphism

\[
\varepsilon_{n,\pi}: W_n(\overline{F}) \to U_{1,F}/U_{1,\overline{F}}, \quad \varepsilon_{n,\pi}((a_0, \ldots, a_{n-1})) = \prod_{0 \leq i \leq n-1} E(\tilde{a}_i^{p^{n-i}} \pi^{p^i})
\]

where \( E(X) \) is the Artin–Hasse function of (9.1) Ch. I and \( \tilde{a}_i \in \wp_F \) is a lifting of \( a_i \in \overline{F} \). This homomorphism is injective and if \( \overline{F} \) is perfect then \( \varepsilon_{n,\pi} \) is an isomorphism.

Assume that \( \overline{F} \not= \wp(\overline{F}) \). Then one can prove using the theory of this subsection and the theory of fields of norms of section 5 Ch. III that cyclic totally ramified extensions \( L/F \) of degree \( p^n \) such that \( \pi \in N_{L/F}L^* \) are in one-to-one correspondence with subgroups \( \varepsilon_{n,\pi}(F(w)\wp(W_n(\overline{F})))U_{1,F}/U_{1,\overline{F}}^{p^n} \) of \( U_{1,F}/U_{1,\overline{F}}^{p^n} \) where \( w \) runs over elements of \( W_n(\overline{F})^* \), see [Fe9]. This is the existence theorem for the absolutely unramified field \( F \). This theorem in a stronger form was discovered by M. Kurihara [Ku2].

For a generalization to higher dimensional local fields see (4.13) Ch. IX.
(5.2). In this short subsection we discuss a class field theoretical interpretation of
a result of B. Mazur [Maz] on abelian varieties with good ordinary reduction over a
local field $K$ with finite residue field, which was given another proof in J. Lubin and
M. Rosen [LR].

Let $\mathcal{K}$ be the completion of the maximal unramified extension of $K$. Let $A$ be an
abelian variety over $K$ of dimension $d$ with good ordinary reduction $\tilde{A}$. Let $F$ be the
formal group of dimension $d$ corresponding to the Neron model $\tilde{A}^\circ$ of $A$, then

$$F(M_K) = A^\circ(K) = \ker(A(K) \to \tilde{A}(K)).$$

Over the field $\mathcal{K}$ the formal group of $A$ due to the assumption on the type of its
reduction is isomorphic to the torus $\lambda$:

$$F(M_K) \cong U_{1,\mathcal{K}}^{\oplus d}.$$ In fact, the theory below can be slightly extended to any formal group over a local field which is isomorphic to a
torus over $\mathcal{K}$.

Let $\varphi$ (the continuous extension of $\varphi_K$) act on series coefficientwise. Then $\varphi \lambda$ is an isomorphism as well, so $(\varphi \lambda)^{-1}\lambda$ as an element of $\text{Aut}(U_{1,\mathcal{K}}^{\oplus d}) = \text{GL}_d(\mathbb{Z}_p)$
corresponding to an invertible matrix $M \in \text{GL}_d(\mathbb{Z}_p)$ which is called the twist matrix of $F$.

Let $L/K$ be a finite Galois totally ramified $p$-extension. The norm map $N_{L/K}^A$ from $A(L)$ to $A(K)$ induces the norm map $N_{L/K}^A : A^\circ(L) \to A^\circ(K)$.

For $a \in A^\circ(K) = F(M_K)$ let $\lambda(a) = (\varepsilon_1, \ldots, \varepsilon_d)$ and $\varepsilon_i = N_{L/K}(\eta_i, \eta_i \in U_{1,L}$ in accordance with (1.6) Ch. IV. Then $N_{L/K}(\gamma_i) = 1$ where $(\gamma_1, \ldots, \gamma_d) = (\eta_1, \ldots, \eta_d)^{\varphi - M}$ and therefore by (1.7) Ch. IV we deduce that

$$\gamma_i \equiv \pi_L^{1-\sigma_i} \mod U(L/K) \quad \text{with} \quad \sigma_i \in \text{Gal}(L/K).$$

Define the twisted reciprocity homomorphism

$$\Psi_{L/K} : A^\circ(K)/N_{L/K}^A A^\circ(L) \to \text{Gal}(L \cap K^{ab}/K)^{\oplus d}/(\text{Gal}(L \cap K^{ab}/K)^{\oplus d})^{E-M},$$

$$a \mapsto (\sigma_1, \ldots, \sigma_d) \mod (\text{Gal}(L \cap K^{ab}/K)^{\oplus d})^{E-M}.$$ This homomorphism is an isomorphism as was first proved in [Maz] and more explicitly in [LR] without using the language of class field theory.

Certainly, using the methods of this and the previous chapters this result is easily
established in the framework of class field theory. In fact the twisted reciprocity homomorphism can be defined for every formal group which is isomorphic to a torus over the maximal unramified extension.

This result has applications to Iwasawa theory of abelian varieties, see [Maz],
[Man], [CG]. The norm groups $N_{L/K}^A A^\circ(L)$ have been intensively studied, see [CG] and references there.
CHAPTER 6

The Group of Units of Local Number Fields

In this chapter we assume that $F$ is a local field of characteristic 0 with finite residue field of characteristic $p$, i.e., $F$ is a local number field. We extend the investigation of the multiplicative structure of the group of principal units, in particular for applications in the next chapter.

Section 1 presents power series and some issues of their convergence in the non-Archimedean case. Section 2 introduces a generalization $E_X$ of Artin–Hasse maps, defined in section 9 Ch. I. This time $E_X$ acts as an operator map on power series by using an operator $\triangle$. The inverse map to it is a generalization $l_X$ of the logarithm map; and the map $l_X$ can be extended to a larger domain as in subsection (2.3). In section 3 we associate to a $p^n$ th root of unity several series whose various properties are studied in detail. Subsections (3.5)–(3.6) contain auxiliary results important for Ch. VII. Section 4 discusses $p^n$-primary elements and their explicit presentation in terms of power series. Finally, section 5 presents a specific basis of the group of principal units of $F$, called the Shafarevich basis. The latter is very useful for the understanding of explicit formulas for the Hilbert pairing of Ch. VII.

1. Formal Power Series

Local fields of characteristic zero are in many senses similar to power series fields. It is convenient to use power series when working with elements of local fields as we have seen in section 6 Ch. I. In this section we discuss elementary properties of power series, including their convergence.

(1.1). Let $K$ be a field. Then the field $K((X))$ of formal power series over $K$ is a complete discrete valuation field (with respect to the valuation $v_X$; see section 2 Ch. I). Its residue field can be identified with $K$. Besides addition and multiplication, there is the operation of composition in some cases. Let $f(X) \in K((X))$ and $g(X) \in XK[[X]]$. Writing $f(X) = \sum_{n \geq n_0} \alpha_n X^n$, $g(X) = \sum_{n \geq 1} \beta_n X^n$, put

$$(f \circ g)(X) = f(g(X)) = \sum_{n \geq n_0} \alpha_n (g(X))^n, \quad n \geq n_0,$$
where
\[ g(X)^n = \sum_{i_1 + \cdots + i_n = m} \beta_{i_1} \cdots \beta_{i_n} X^m \quad \text{for} \quad n > 0 \]

(take only a finite number of addends defining the coefficient of \( X^m \)), \( g(X)^n = (1/g(X))^{-n} \) for \( n < 0 \), and
\[ 1/g(X) = \beta_i^{-1} X^{-i} (1 + \sum_{n \geq i+1} \beta_i^{-1} \beta_n X^{n-i})^{-1} , \]

where \( \beta_i \) is the first nonzero coefficient. Then \( v_X(\alpha_n g(X)^n) \rightarrow +\infty \) as \( n \rightarrow +\infty \) and \( f \circ g \) is well defined.

(1.2). Example. Let \( K \) be of characteristic 0. Consider the formal power series
\[ \exp(X) = 1 + X + \frac{X^2}{2!} + \frac{X^3}{3!} + \cdots , \]
\[ \log(1 + X) = X - \frac{X^2}{2} + \frac{X^3}{3} - \cdots . \]

Then \( \log(1 + (\exp(X) - 1)) = X \), \( \exp(\log(1 + X)) = 1 + X \) and \( \exp(X + Y) = \exp(X) \cdot \exp(Y) \), \( \log((1+X)(1+Y)) = \log(1+X)+\log(1+Y) \) in the field \( K((X))(Y)) \). (These equalities hold for \( K = \mathbb{Q} \), and therefore for an arbitrary \( K \) of characteristic 0). In particular, for series \( f(X), g(X) \in X(\mathbb{Q}(X)) \) we obtain
\[ \exp(f(X) + g(X)) = \exp(f(X)) \exp(g(X)) , \]
\[ \log((1 + f(X))(1 + g(X))) = \log(1 + f(X)) + \log(1 + g(X)). \]

Suppose that \( v_X(f_n(X)) \rightarrow +\infty \) as \( n \rightarrow +\infty \) for formal power series \( f_n(X) \in X(\mathbb{Q}(X)) \). Then
\[ \exp\left( \sum_{n \geq 1} f_n(X) \right) = \prod_{n \geq 1} \exp(f_n(X)) , \]
\[ \log\left( \prod_{n \geq 1} (1 + f_n(X)) \right) = \sum_{n \geq 1} \log(1 + f_n(X)) . \]

Finally, if \( K = \mathbb{F} \) is a local number field and \( a \in \mathbb{Z}_p \), then put
\[ (1 + X)^a = \lim_{n \rightarrow +\infty} (1 + X)^{a_n} , \]
where \( a_n \in \mathbb{Z}_p \), \( \lim a_n = a \). For a formal power series \( f(X) \in \mathbb{F}(\mathbb{Q}(X)) \) put, similarly,
\[ (1 + f(X))^a = \lim_{n \rightarrow +\infty} (1 + f(X))^{a_n} = \exp\left( a \log(1 + f(X)) \right) . \]
1. Formal Power Series

The series \((1 + X)^a, \ (1 + f(X))^a\) so defined do not depend on the choice of \((a_n)\) (see (6.1) Ch. I), and

\[
(1 + X)^{a+b} = (1 + X)^a(1 + X)^b,
(1 + X)^a(1 + Y)^a = (1 + (X + Y + XY))^a,
((1 + X)^a)^b = (1 + X)^{ab}.
\]

(1.3). Let \(F\) be a local number field with the discrete valuation \(v\) and a prime element \(\pi\). In Example 4 of (4.5) Ch. I we introduced the field \(F\{\{X\}\}\) of formal series \(\sum_{-\infty}^{+\infty} \alpha_n X^n\), such that \(v(\alpha_n) \to +\infty\) as \(n \to -\infty\) and, for some integer \(c, \ v(\alpha_n) \geq c\) for all integer \(n\) (here \(F\) coincides with its completion). This field is a complete discrete valuation field with a prime element \(\pi\), and its residue field is isomorphic to \(\overline{F}(X)\). Let \(\mathcal{O}\) be the ring of integers of \(F\). For \(f(X), g(X) \in \mathcal{O}\{\{X\}\} = \{\sum \alpha_n X^n \in F\{\{X\}\} : \alpha_n \in \mathcal{O}\}\) we shall write

\[
\text{res}_X(f) = \text{res}(f) = \alpha_{-1},
\]

\[
f(X) \equiv f(X) \mod \deg m \quad \text{if} \quad f(X) - g(X) \in X^m \mathcal{O}[[X]],
\]

\[
f(X) \equiv g(X) \mod (\pi^n, \deg m) \quad \text{if} \quad f(X) - g(X) \in \pi^n \mathcal{O}\{\{X\}\} + X^m \mathcal{O}[[X]].
\]

By the way, subgroups \(\pi^n \mathcal{O}\{\{X\}\} + X^m \mathcal{O}[[X]]\) with \(n \geq 0, m \in \mathbb{Z}\), form a basis of neighborhoods of \(0\) in the additive group \(\mathcal{O}\{\{X\}\}\) for the topology induced by the discrete valuation \(v_\pi : F\{\{X\}\} \to \mathbb{Z} \oplus \mathbb{Z}\) of rank 2:

\[
v_\pi\left(\sum_{-\infty}^{+\infty} \alpha_n X^n\right) = \min_n (v(\alpha_n), n).
\]

**Lemma.** A series \(f(X) \in \mathcal{O}\{\{X\}\}\) is invertible in \(\mathcal{O}\{\{X\}\}\) if and only if \(f(X) \notin \pi \mathcal{O}\{\{X\}\}\).

**Proof.** Let \(f(X) = \sum_{-\infty}^{+\infty} \alpha_n X^n\), and let \(m\) be the minimal integer such that \(\alpha_m\) belongs to the unit group \(U\). Then

\[
f(X) = \alpha_m X^m (1 + g(X)),
\]

where \(g(X) = \sum_{-\infty}^{+\infty} \beta_n X^n, \ \beta_0 = 0, \ \text{and} \ \beta_n \in \pi \mathcal{O}\) for \(n < 0\). Hence

\[
1/f(X) = \alpha_m^{-1} X^{-m} \left(1 - g(X) + g(X)^2 - g(X)^3 + \ldots \right).
\]

The sum converges, because \(g(X) \in \pi \mathcal{O}\{\{X\}\} + X \mathcal{O}[[X]]\), and for fixed \(r, s\) we get \(g(X)^n \in \pi^r \mathcal{O}\{\{X\}\} + X^s \mathcal{O}[[X]]\), where \(n \geq 2 \max(r, s)\). Thus, we deduce that \(f(X)\) is invertible in \(\mathcal{O}\{\{X\}\}\). The converse assertion is clear.

Let \(U\) be the group of units of \(\mathcal{O}\), \(\mathcal{M}\) be its maximal ideal.
VI. The Group of Units of Local Number Fields

PROPOSITION ("Weierstrass Preparation Theorem"). Let \( f(X) = \sum_{n \geq 0} \alpha_n X^n \) be a series of \( \mathcal{O}[[X]] \) invertible in \( \mathcal{O}[[X]] \). Let \( m > 0 \) be the minimal integer such that \( \alpha_m \in U \). Then there exists a series \( h(X) \in \mathcal{O}[[X]] \), uniquely determined and invertible in \( \mathcal{O}[[X]] \), and a monic polynomial \( g(X) \) of degree \( m \) over \( \mathcal{O} \), such that \( f(X) = g(X)h(X) \).

Proof. Put \( g(X) = \beta_0 + \cdots + \beta_{m-1}X^{m-1} + X^m \), \( h(X) = \gamma_0 + \gamma_1X + \gamma_2X^2 + \cdots \), with \( \beta_i \in M, \gamma_i \in O, \gamma_0 \in U \). The equality to be proved is equivalent to the system of equations

\[
\begin{align*}
\alpha_0 &= \beta_0 \gamma_0 \\
\alpha_1 &= \beta_0 \gamma_1 + \beta_1 \gamma_0 \\
\vdots \\
\alpha_m &= \beta_0 \gamma_m + \cdots + \beta_{m-1} \gamma_1 + \gamma_0 \\
\alpha_{m+1} &= \beta_0 \gamma_{m+1} + \cdots + \beta_{m-1} \gamma_2 + \gamma_1 \\
\alpha_{m+2} &= \beta_0 \gamma_{m+2} + \cdots + \beta_{m-1} \gamma_3 + \gamma_1 \\
\vdots \\
\alpha_{m+i} &= \beta_0 \gamma_{m+i} + \cdots + \beta_{m-1} \gamma_{i+1} + \gamma_1 \\
\vdots
\end{align*}
\]

We shall show by induction on \( n \) that this system of equations has a unique solution \( \gamma_0(n) \in U, \gamma_i(n) \in O \) modulo \( \pi^n \), \( \beta_i(n) \in M \) modulo \( \pi^{n+1} \), and that the limits \( \gamma_i = \lim_n \gamma_i(n) \), \( \beta_i = \lim_n \beta_i(n) \) exist; the latter then form the unique solution of the system.

Assume first that \( n = 1 \). Using the \((m+1+i)\)th equation, put \( \gamma_i(1) \equiv \alpha_{m+i} \mod \pi \) for \( i \geq 0 \); then \( \gamma_0(1) \in U \). Using the \( i \)th equation, we get

\[
\alpha_{i-1} \equiv \beta_0(1) \gamma_{i-1}(1) + \cdots + \beta_{i-1} \gamma_0(1) \mod \pi^2,
\]

and we find \( \beta_0(1), \beta_1(1), \ldots, \beta_{m-1}(1) \) from the first \( m \) equations.

Furthermore, put \( \beta_i(n) = \beta_i(n-1) + \pi^n \delta_i, \gamma_i(n) = \gamma_i(n-1) + \pi^{n-1} \varepsilon_i \) for \( n \geq 2 \). Then the \((m+1+i)\)th equation implies that

\[
\pi^{n-1} \varepsilon_i \equiv \alpha_{m+i} - \beta_0(n-1) \gamma_{m+i}(n-1) - \cdots - \beta_{m-1}(n-1) \gamma_{i+1}(n-1) - \gamma_{i-1}(n-1) \mod \pi^n,
\]

because \( \beta_i(n-1) \in M \). Therefore, as the right-hand expression is divisible by \( \pi^{n-1} \) by the induction assumption, \( \varepsilon_i \) is uniquely determined modulo \( \pi \). The first \( m \) equations imply the congruences

\[
\pi^n \gamma_0(n) \delta_0 \equiv \alpha_0 - \gamma_0(n) \beta_0(n-1) \mod \pi^{n+1}
\]

\[
\pi^n \gamma_0(n) \delta_i \equiv \alpha_i - \beta_0(n-1) \gamma_0(n) - \beta_0(n) \gamma_i(n) - \cdots - \beta_{i-1}(n) \gamma_i(n) \mod \pi^{n+1}, \quad i \geq 1.
\]

Since the expressions on the right-hand sides are divisible by \( \pi^n \) by the induction assumption, \( \delta_0, \delta_1, \ldots \) are uniquely determined modulo \( \pi \). This completes the proof. \( \square \)
Note that for $f(X) \in \mathcal{O}[[X]]$, $\alpha \in \mathcal{M}_L$, the expression $f(\alpha)$ is well defined.

**Corollary.** Let $f_1(X), f_2(X) \in \mathcal{O}[[X]]$, and let the free coefficient $f_1(0)$ of $f_1$ be a prime element in $F$. Then, $f_2(X)$ is divisible by $f_1(X)$ in the ring $\mathcal{O}[[X]]$ if and only if $f_1(X)$ and $f_2(X)$ have a common root $\alpha$ in the maximal ideal $\mathcal{M}_L$ of some finite extension $L$ over $F$.

**Proof.** By the Proposition, one can write $f_1 = g_1h_1$, $f_2 = g_2h_2$, where $g_1(X), g_2(X)$ are monic polynomials over $\mathcal{O}$ and $h_1(X), h_2(X)$ are invertible elements in $\mathcal{O}[[X]]$. We obtain that $g_1(X) = X^n + \beta_{n-1}X^{n-1} + \cdots + \beta_0$ with $n > 0$ and $v(\beta_0) = 1$, $v(\beta_i) \geq 1$ for $i \geq 0$. Therefore, $g_1(X)$ is an Eisenstein polynomial over $F$ (see (3.6) Ch. II). We also deduce that the set of roots of $f_1(X)$ in the maximal ideal $\mathcal{M}_L$ of any finite extension $L/F$ coincides with the set of roots of $g_1(X)$ in $\mathcal{M}_L$. Recall that all roots of $g_1(X)$ in $L$ belong to $\mathcal{M}_L$.

If $f_2$ is divisible by $f_1$, then a root $\alpha$ of $g_1(X)$ in $\mathcal{M}_L$ is a root of $g_2(X)$, where $L = F(\alpha)$. If $f_1(\alpha) = f_2(\alpha) = 0$ for $\alpha \in \mathcal{M}_L$ and some finite extension $L/F$, then $\alpha$ is a root of the Eisenstein polynomial $g_1(X)$, which is irreducible. As $g_2(\alpha) = 0$, $f_2(X)$ is divisible by $f_1(X)$. \qed

**Remark.** For other proofs of the Proposition see [Cas, Ch. VI], [Man].

(1.4). Let $f(X) = \sum_{n \geq 0} \alpha_n X^n \in F((X))$. Put

$$c = -\lim_{n \to \infty} \frac{v(\alpha_n)}{n}.$$ 

Then for an element $\alpha \in F$ with $v(\alpha) > c$ we get $v(\alpha_n \alpha^n) \to +\infty$ as $n \to +\infty$. This means that the sum $\sum_{n \geq 0} \alpha_n \alpha^n$ is convergent in $F$. We put $f(\alpha) = \sum_{n \geq 0} \alpha_n \alpha^n$. The series $f(X)$ is then said to converge at $\alpha \in F$. It is easy to show that $f(X)$ converges on the set

$$\mathcal{O}^c = \{ \alpha : v(\alpha) > c \},$$

and does not converge on the set $\{ \alpha : v(\alpha) < c \}$. If we pass to the absolute values $\| \cdot \|$, the constant $c$ should be replaced by the radius of convergence. A special feature of formal series over local number fields is that the necessary condition $v(\alpha_n \alpha^n) \to +\infty$ for convergence is also sufficient. It immediately follows that $f(X)$ determines a continuous function $f: \mathcal{O}^c \to F$.

**Example.** The series $\exp(X)$ converges on $\mathcal{O}^c$ with $c = e/(p - 1)$, $e = v(p)$. Indeed,

$$\frac{v(n!)}{n} = e \left( \left\lfloor \frac{n}{p} \right\rfloor + \left\lfloor \frac{n}{p^2} \right\rfloor + \cdots \right) < e \sum_{m \geq 1} p^{-m} = \frac{e}{p - 1}.$$
On the other hand, for \( n = p^m \) we get
\[
\frac{v(n!)}{n} = e \frac{1 - p^{-m}}{p - 1};
\]
therefore, \( \exp(X) \) does not converge at \( \alpha \in F \) with \( v(\alpha) \leq e/(p - 1) \). The series \( \log(1 + X) \) converges on \( M \), because
\[
\lim_{n \to \infty} \frac{v(n^{-1})}{n} = 0.
\]
Note that \( \exp(X) \) induces an isomorphism of the additive group \( \mathcal{O}^c \) onto the multiplicative group \( 1 + \mathcal{O}^c \) and \( \log(X) \) induces the inverse isomorphism.

(1.5). If \( * \) denotes one of the operations +, \( \times \), and formal power series \( f(X) \), \( g(X) \) converge at \( \alpha \in F \), then the formal power series \( h(X) = f(X) \ast g(X) \) converges at \( \alpha \in F \) and \( h(\alpha) = f(\alpha) \ast g(\alpha) \). The operation of composition is more complicated (see Exercise 3). The following assertion will be useful below:

**Proposition.** Let \( f(X) = \sum_{n \geq 0} \alpha_n X^n \), \( g(X) = \sum_{n \geq 1} \beta_n X^n \) be formal power series over \( F \). Let \( \hat{\mathcal{O}} \) be the ring of integers in the complete discrete valuation field \( \hat{F}_{\mathcal{O}} \). Assume that \( f(X) \) converges on \( \hat{\mathcal{O}}^c \), \( g(X) \) converges on \( \hat{\mathcal{O}}^d \). Let \( g(\alpha) \in \hat{\mathcal{O}}^c \) for all \( \alpha \in \hat{\mathcal{O}}^b \subset \hat{\mathcal{O}}^d \). Then the formal power series \( h(X) = (f \circ g)(X) \) converges on \( \hat{\mathcal{O}}^b \) and \( h(\alpha) = f(g(\alpha)) \) for \( \alpha \in \hat{\mathcal{O}}^b \).

**Proof.** Denote the discrete valuation on \( \hat{F}_{\mathcal{O}} \) by \( \hat{v} \). Assume that for some \( \alpha \in \hat{\mathcal{O}}^b \) the element \( \beta_n \alpha^n \) does not belong to \( \hat{\mathcal{O}}^c \) for some \( n \). Put \( a = \min_{n \geq 1} \hat{v}(\beta_n \alpha^n) \). Let \( S \) denote the finite set of those indices \( n \), for which \( \hat{v}(\beta_n \alpha^n) = a \). For a prime element \( \pi \) in \( F \) there exists an element \( \theta \in U_{\hat{F}_{\mathcal{O}}} \), such that the residues of \( \beta_n \alpha^n \theta^n \pi^{-a} \), \( n \in S \), are linearly independent over \( \mathbb{F}_p \) (because the residue field of \( \hat{F}_{\mathcal{O}} \) is infinite). Then \( \alpha \theta \in \hat{\mathcal{O}}^b \), \( f(\alpha \theta) \notin \hat{\mathcal{O}}^c \), and we get a contradiction. Thus, \( \beta_n \alpha^n \in \hat{\mathcal{O}}^c \) for \( n \geq 1 \).

Put \( \kappa_n = \hat{v}(\beta_n \alpha^n) \), then \( \kappa_n \to +\infty \). Since \( f(X) \) converges on \( \hat{\mathcal{O}}^c \), we obtain
\[
\hat{v}(\alpha_n \beta_{i_1} \cdots \beta_{i_n} \alpha^m) = \hat{v}(\alpha_n) + \hat{v}(\beta_{i_1} \alpha^{i_1}) + \cdots + \hat{v}(\beta_{i_n} \alpha^{i_n}) \to +\infty
\]
as \( n \to +\infty \), for any \( i_1, \ldots, i_n \geq 1 \) with \( i_1 + \cdots + i_n = m \). This means that for a fixed \( s \) there exists an index \( n_0 \) such that \( \hat{v}(\alpha_n g(\alpha)^n) > s \) for \( n > n_0 \). There exists also an index \( m_0 \), such that \( \kappa_m > s - \min(v(\alpha_1), \ldots, v(\alpha_{n_0})) - n_0 \cdot t \), \( \kappa_m > 0 \) for \( m > m_0 n_0^{-1} \), where \( t = \min(0, \inf_n \kappa_n) \). Then \( \hat{v}(\alpha_n \beta_{i_1} \cdots \beta_{i_n} \alpha^m) > s \) for \( 1 \leq n \leq n_0 \), \( i + \cdots + i_n = m > m_0 \). Putting \( h(X) = \sum_{m \geq 0} \gamma_m X^m \) we conclude that \( \hat{v}(\gamma_m \alpha^m) > s \) for \( m > m_0 \). Therefore, \( h(X) \) converges at \( \alpha \). As \( g(X) \in XF[[X]] \), we get
\[
\sum_{m=0}^{m_0} \alpha_m g(X)^m = \sum_{m=0}^{m_0} \gamma_m X^m \mod \text{deg } m_0 + 1.
\]
Hence
\[ \hat{v} \left( \sum_{m=0}^{n} \alpha_m g(\alpha)^m - \sum_{m \geq 0} \gamma_m \alpha^m \right) > s \quad \text{for} \quad n \geq m_0 \]
and \( \sum_{m=0}^{n} \alpha_m g(\alpha)^m \to h(\alpha) \) as \( n \to +\infty \). This means that \( f(g(\alpha)) = h(\alpha) \). \( \square \)

**Exercises.**

1. a) Let \( f(X) \in \mathbb{O}[[X]] \). Show that
\[ f(X) \equiv X^T \mod \pi \]
if and only if
\[ 1/f(X) \equiv X^{-r} \mod \pi. \]

b) Let \( f(X), g(X) \) be invertible in \( \mathbb{O}[[X]] \). Show that
\[ f(X) \equiv g(X) \mod \pi^m \]
if and only if
\[ 1/f(X) \equiv 1/g(X) \mod \pi^m. \]

c) Let \( f(X), g(X) \in \mathbb{O}[[X]] \). Let \( h(X) \) be invertible in \( \mathbb{O}[[X]] \). Show that
\[ f(X) \equiv g(X) \mod \pi^m \]
if and only if
\[ f(X)/h(X) \equiv g(X)/h(X) \mod \pi^m. \]

2. Let \( g(X) \) be an element of \( \mathbb{O}[[X]] \) invertible in \( \mathbb{O}[[X]] \). Show that for an element \( f(X) \in \mathbb{O}[[X]] \) there exist uniquely determined series \( g(X) \in \mathbb{O}[[X]] \) and polynomial \( r(X) \) of degree \( < v_X(g(X)) \) over \( \mathbb{O} \), such that \( f = gq + r \) (\( g(X) \in \mathbb{F}(X) \)) is the residue of the polynomial \( g(X) \).

3. (G. Henniart [Henn2]) Let \( \text{char}(\mathbb{F}) = p \).
   a) Let \( f(X) = \sum_{n \geq 0} X^n, \ g(X) = p^{-2} X - p^{-3} X^2 \). Show that \( g \) converges at \( \alpha = p \), \( f \) converges at \( g(\alpha) \), but \( f \circ g \) does not converge at \( \alpha = p \).
   b) Let \( p = 2 \), \( f(X) = \exp(X), \ g(X) = \log(1 + X) \). Show that \( g, f \circ g \) converge at \( \alpha = \sqrt{2} \), but \( f \) does not converge at \( g(\alpha) \).
   c) Let \( f(X) = \exp(X), \ g(X) = \log(1 + X), \ \alpha = \zeta - 1 \), where \( \zeta \) is a primitive \( p \)th root of unity. Show that \( g(\alpha) = 0, \ f(g(\alpha)) = 1, \) but \( f \circ g(\alpha) = \zeta \).
   d) Let \( \exp(X) = \prod_{n \geq 1} (1 + a_n X^n) \); put \( f_n(X) = a_n (\log(1 + X))^n \). Show that \( \prod_{n \geq 1} (1 + f_n(X)) = 1 + X \). For \( \alpha \) as in c) show that \( f_n(\alpha) = 0 \) and check that \( \prod_{n \geq 1} (1 + f_n(\alpha)) \neq 1 + \alpha \).

4. (G. Henniart [Henn2]) Let \( f(X) = \sum_{n \geq 0} \alpha_n X^n, \ g(X) = \sum_{n \geq 1} \beta_n X^n \) be formal power series over \( F \). \( h(X) = f(X) \circ g(X) \). Put
\[ a_m = \inf_{i_1 + \cdots + i_n = m} v(\alpha_1 \beta_{i_1} \cdots \beta_{i_n}) \quad \text{for} \quad m > 0. \]
Let \( a_m + mv(\alpha) \to +\infty \) as \( m \to +\infty \) and let \( g(X) \) converge at \( \alpha \). Show that \( f \) converges at \( g(\alpha) \), \( h \) converges at \( \alpha \), and \( f(\alpha) = h(\alpha) \).

5. Let \( f(X) \in \mathbb{F}[[X]] \) and let \( f'(X) \in \mathbb{F}[[X]] \) be its formal derivative. Show that if \( f(X) \) converges on \( \mathcal{O}^c \), then \( f'(X) \) converges on \( \mathcal{O}^c \) and

\[
f'(\alpha) = \lim_{\beta \to \alpha} \frac{f(\alpha + \beta) - f(\alpha)}{\beta}, \quad \alpha \in \mathcal{O}^c.
\]

6. Show that \( \log(1 + \alpha) = \lim_{n \to +\infty} \frac{(1 + \alpha)^p - 1}{p^n} \) for \( \alpha \in \mathcal{M} \).

7. Show that

a) The series \( (1 + X)^a \) converges on \( \mathcal{O}^c \) with \( c = e/(p - 1) \) if \( a \in \mathbb{Q}_p \), and on \( \mathcal{O}^0 \) if \( a \in \mathbb{Z}_p \).

b) \( (1 + \alpha)^a = \exp(a \log(1 + \alpha)) \) for \( a \in \mathbb{Z}_p, \alpha \in \mathcal{O}^c \).

c) The function \( (1 + \alpha)^a \) depends continuously on \( a \in \mathbb{Q}_p \) for \( \alpha \in \mathcal{O}^c \).

8. (a) Let \( \hat{\mathcal{O}} \), \( \hat{\mathcal{O}} \) be as in (1.5), and let \( f(X) \) be an element of \( \mathcal{O}[[X]] \), convergent on \( \hat{\mathcal{O}} \).

a) Show that if \( f(X) = \sum_{n \geq 1} \alpha_n X^n \), then \( \inf_{\alpha \in \hat{\mathcal{O}}} f(\alpha) \).

b) Show that if \( f(X) \) vanishes on some non-empty open set \( A \subset \mathcal{O} \) then \( f = 0 \).

c) Show that the maximum of \( f(X) \) on any set of the form

\[
\{ \alpha \in \hat{\mathcal{O}} : \alpha \leq \hat{\mathcal{O}}(\alpha) \leq b \}, \quad a \geq 0,
\]

is attained on the set \( \{ \alpha \in \hat{\mathcal{O}} : \hat{\mathcal{O}}(\alpha) = a \text{ or } \hat{\mathcal{O}}(\alpha) = b \} \).

(For other properties of analytic functions in non-Archimedean setting see [Kr2], [T4], [BGR], [Cas], [Kob1], [Kob2]).

2. The Artin–Hasse–Shafarevich Map

The Artin–Hasse maps, discussed in section 9 Ch. I, play an important role in the arithmetics of local fields. E. Artin and H. Hasse used these maps in computations of the values of the Hilbert norm residue symbol in cyclotomic extensions of \( \mathbb{Q}_p \) ([AH2], 1928). Later H. Hasse used them for establishing an explicit form of \( p \)-primary elements ([Has8], 1936). I.R. Shafarevich generalized and applied these maps to the construction of a canonical basis of a local number field ([Sha2], 1950). This construction allows one to derive explicit formulas for the Hilbert norm residue symbol. In this section we consider a generalization of the Artin–Hasse maps as linear operators on \( \mathbb{Z}_p \)-modules.

(2.1). As usual, we denote by \( \mathbb{Q}_p^{ur} \) the maximal unramified extension of \( \mathbb{Q}_p \). Recall that \( \text{Gal}(\mathbb{Q}_p^{ur}/\mathbb{Q}_p) \) is topologically generated by the Frobenius automorphism which will be denoted by \( \varphi \) (see (1.2) Ch. IV).

Let \( \hat{\mathcal{O}} \) denote the ring of integers of the completion \( \mathbb{Q}_p^{ur} \) of \( \mathbb{Q}_p^{ur} \) and \( \varphi \) the continuous extension of \( \varphi \) to \( \mathbb{Q}_p^{ur} \).
For a formal power series \( f(X) = \sum \alpha_n X^n \) over \( \hat{\mathcal{O}} \), define the Frobenius operator \( \Delta_X \) as follows:

\[
\Delta_X(f) = f^{\Delta_X} = \sum \varphi(\alpha_n) X^{pn}.
\]

Then \( \Delta_X \) is a \( \mathbb{Z}_p \)-endomorphism of \( \hat{\mathcal{O}}[[X]] \):

\[
\Delta_X(f + g) = \Delta_X(f) + \Delta_X(g), \quad \Delta_X(fg) = \Delta_X(f) \Delta_X(g), \quad \Delta_X(af) = a \Delta_X(f) \quad \text{for} \quad a \in \mathbb{Z}_p.
\]

Note that \( \Delta_X \) depends on \( X \). We will often write \( \Delta \) instead of \( \Delta_X \).

Put

\[
\left(1 - \frac{\Delta}{p}\right)^{-1} = 1 + \frac{\Delta}{p} + \frac{\Delta^2}{p^2} + \ldots
\]

For a formal power series \( g(X) \in X\hat{\mathcal{O}}[[X]] \)

\[
\left(1 - \frac{\Delta}{p}\right)^{-1}(g(X)) = g(X) + \frac{\Delta}{p}g(X) + \frac{\Delta^2}{p^2} g(X) + \ldots
\]

is an element of \( X\hat{\mathcal{O}}[[X]] \), because \( v_X(\Delta^n g(X)) \to +\infty \) as \( n \to +\infty \).

\textbf{(2.2).} Regarding the additive group \( X\hat{\mathcal{O}}[[X]] \) as a \( \mathbb{Z}_p \)-module (\( a \circ f(X) = af(X) \) for \( a \in \mathbb{Z}_p \), \( f(X) \in \hat{\mathcal{O}}[[X]] \)) and the multiplicative group \( 1 + X\hat{\mathcal{O}}[[X]] \) as a \( \mathbb{Z}_p \)-module (\( a \bullet g(X) = g(X)^a \) for \( a \in \mathbb{Z}_p \), \( g(X) \in 1 + X\hat{\mathcal{O}}[[X]] \)), we introduce the Artin–Hasse–Shafarevich map

\[
E_X : X\hat{\mathcal{O}}[[X]] \to 1 + X\hat{\mathcal{O}}[[X]]
\]

by the formula

\[
E_X(f(X)) = \exp\left(\left(1 - \frac{\Delta_X}{p}\right)^{-1}f(X)\right).
\]

Then \( E_X(X) = E(X) \), where \( E(X) \) is the Artin–Hasse function (see (9.1) Ch. I).

Introduce also the map \( l_X : 1 + X\hat{\mathcal{O}}[[X]] \to X\hat{\mathcal{O}}[[X]] \) by the formula

\[
l_X(1 + f(X)) = \left(1 - \frac{\Delta_X}{p}\right) \left(\log(1 + f(X))\right) = \left(1 - \frac{\Delta_X}{p}\right) \left(\sum_{i \geq 1} \frac{(-f)^i}{i}\right).
\]

\textbf{Proposition.} \( E_X \) induces a \( \mathbb{Z}_p \)-isomorphism of \( X\hat{\mathcal{O}}[[X]] \) onto \( 1 + X\hat{\mathcal{O}}[[X]] \), and the map \( l_X \) is the inverse isomorphism. If \( \alpha \in \hat{\mathcal{O}} = W(\mathbb{F}_p^{\text{sep}}) \) then \( E_X(\alpha X) = E(\alpha, X) \), where \( E \) was defined in (9.3) Ch. I.

\textbf{Proof.} For the arguments below, it is convenient to put in evidence the following result.
Lemma. Let \( f(X) \in \hat{O}[[X]] \). Then
\[
f(X)^{mp} \equiv f(X)^{m\triangle} \mod pm.
\]

Proof. One can assume \( m = p^i \). If \( i = 0 \) then the congruence
\[
\triangle f(X) \equiv f(X)^p \mod p
\]
follows from the definition of \( \triangle \) and the congruence \( \varphi(\alpha) \equiv \alpha^p \mod p \). It remains to use Lemma (7.2) Ch. I.

It is clear that
\[
E_X(f + g) = E_X(f)E_X(g), \quad E_X(af) = E_X(f)^a
\]
for \( a \in \mathbb{Z}_p, f, g \in X\hat{O}[[X]] \), and
\[
l_X((1 + f)(1 + g)) = l_X(1 + f) + l_X(1 + g), \quad l_X((1 + f)^n) = a l_X(1 + f)
\]
for \( a \in \mathbb{Z}_p, f, g \in X\hat{O}[[X]] \) (see (1.2)).

First we show that \( E_X(f) \in 1 + X\hat{O}[[X]] \) for \( f(X) \in X\hat{O}[[X]] \). By linearity, one can assume \( f(X) = \alpha X^n \) with \( \alpha \in \hat{O} \). By Proposition (1.2) Ch. IV the ring \( \hat{O} \) is generated over \( \mathbb{Z}_p \) by \( m \) th roots of unity with \( (m, p) = 1 \). Therefore, by linearity and continuity one can assume that \( f(X) = \theta X^n \) with \( \theta \) an \( m \) th root of unity, \( (m, p) = 1 \). Then \( \varphi(\theta) = \theta^p \) (see (1.2) Ch. IV) and \( E_X(\theta X^n) = E(\theta X^n) \), where \( E \) is the Artin–Hasse function, defined in (9.1) Ch. I. Lemma (9.1) Ch. I implies that \( E(\theta X^n) \in 1 + \theta X^n \mathbb{Z}_p[[X]] \subset 1 + X\hat{O}[[X]] \), and we conclude that \( E_X(f) \in 1 + X\hat{O}[[X]] \).

Furthermore, for \( f \in X\hat{O}[[X]] \)
\[
l_X(1 + f) = \left( 1 - \frac{\triangle}{p} \right) \left( \sum_{n \geq 1} \frac{(-1)^{n-1}}{n} f^n \right)
\]
\[
= \sum_{n \geq 1} \frac{(-1)^{n-1}}{n} f^n - \sum_{n \geq 1} \frac{(-1)^{n-1}}{np} f^{n \triangle}
\]
\[
= \sum_{(n, p) = 1 \atop n \geq 1} \frac{(-1)^{n-1}}{n} f^n - \sum_{(n, p) = 1 \atop n \geq 1} \frac{(-f)^{np} - (-f)^{n \triangle}}{np}.
\]

The first sum is an element of \( \hat{O}[[X]] \) because \( n^{-1} \in \mathbb{Z}_p \) for \( (n, p) = 1 \). The terms in the second sum belong to \( \hat{O}[[X]] \) by the Lemma. Therefore, \( l_X(1 + f) \in X\hat{O}[[X]] \).

From the definitions we deduce
\[
(l_X \circ E_X)(f) = \left( 1 - \frac{\triangle}{p} \right) (\log \circ \exp) \left( \left( 1 - \frac{\triangle}{p} \right)^{-1}(f) \right) = f
\]
and, similarly, \((E_X \circ l_X)(1 + f) = 1 + f\). Therefore, \(E_X\) and \(l_X\) are inverse to each other and are \(\mathbb{Z}_p\)-isomorphisms. 

**Lemma.** The map \(l_X\)

\[
l_X(f) = \log(f) - \frac{\triangle}{p} \log(f) = \frac{1}{p} \log(f^p / f^\triangle)
\]

is a homomorphism from the group \(1 + 2p\hat{O} + X\hat{O}[[X]]\) to \(2\hat{O} + X\hat{O}[[X]]\); the group \(1 + (2p, X)\hat{O}[[X]]\) is mapped to \(2\hat{O}[[X]] + X\hat{O}[[X]]\).

**Proof.** The group \(1 + 2p\hat{O} + X\hat{O}[[X]]\) is the product of its subgroups \(1 + 2p\hat{O}\) and \(1 + X\hat{O}[[X]]\). We have already seen in (2.2) that \(l_X\) maps \(1 + X\hat{O}[[X]]\) isomorphically to \(X\hat{O}[[X]]\). It remains to use (1.4) according to which \(\exp\) and \(\log\) induce isomorphisms between \(2\hat{O}\) and \(1 + 2p\hat{O}\).

We can extend the map \(l_X\) even further.

Put

\[
R = \hat{O}((X))^* \quad \text{if } p > 2,
\]

\[
R = \{X^m a \in (X) : \alpha(X) \in 1 + X\hat{O}[[X]], a \in \hat{O}^*, \alpha^m \equiv a^2 \text{ mod } 4, m \in \mathbb{Z}\} \text{ if } p = 2.
\]

For \(f \in R\) we get \(f^p / f^\triangle \in 1 + 2p\hat{O}[[X]]\). Extend \(l_X\) to \(R\) by the formula

\[
l_X(f) = \frac{1}{p} \log(f^p / f^\triangle).
\]

Then \(l_X(f) \in (2, X)\hat{O}[[X]]\).

**Lemma.** The map \(l_X\)

\[
l_X(f) = \log(f) - \frac{\triangle}{p} \log(f) = \frac{1}{p} \log(f^p / f^\triangle)
\]

is a homomorphism from the group \(1 + 2p\hat{O} + X\hat{O}[[X]]\) to \(2\hat{O} + X\hat{O}[[X]]\); the group \(1 + (2p, X)\hat{O}[[X]]\) is mapped to \(2\hat{O}[[X]] + X\hat{O}[[X]]\).

**Proof.** The group \(1 + 2p\hat{O} + X\hat{O}[[X]]\) is the product of its subgroups \(1 + 2p\hat{O}\) and \(1 + X\hat{O}[[X]]\). We have already seen in (2.2) that \(l_X\) maps \(1 + X\hat{O}[[X]]\) isomorphically to \(X\hat{O}[[X]]\). It remains to use (1.4) according to which \(\exp\) and \(\log\) induce isomorphisms between \(2\hat{O}\) and \(1 + 2p\hat{O}\).

We can extend the map \(l_X\) even further.

Put

\[
R = \hat{O}((X))^* \quad \text{if } p > 2,
\]

\[
R = \{X^m a \in (X) : \alpha(X) \in 1 + X\hat{O}[[X]], a \in \hat{O}^*, \alpha^m \equiv a^2 \text{ mod } 4, m \in \mathbb{Z}\} \text{ if } p = 2.
\]

For \(f \in R\) we get \(f^p / f^\triangle \in 1 + (2p, X)\hat{O}[[X]]\). Extend \(l_X\) to \(R\) by the formula

\[
l_X(f) = \frac{1}{p} \log(f^p / f^\triangle).
\]

Then \(l_X(f) \in (2, X)\hat{O}[[X]]\).

**Remark.** At the end of this section we make several remarks. First, if \(f \equiv \alpha X^n \text{ mod } \deg n + 1\), \(\alpha \in \hat{O}\), then

\[
E_X(f) \equiv 1 + \alpha X^n \text{ mod } \deg n + 1.
\]

Similarly, if \(f \equiv \alpha X^n \text{ mod } (p^k, \deg n + 1)\), \(\alpha \in \hat{O}\), \(k \geq 1\), then

\[
E_p(f) \equiv (1 + \alpha X^n)(1 + g)^p \text{ mod } \deg n + 1
\]

for some \(g \in X\hat{O}[[X]]\).

For a formal power series \(f \in X\hat{O}[[X]]\) one has

\[
E_X(f)^p = \exp(pf)E_X(f^\triangle),
\]

since \(E_X(f)^p E_X(f)^{-1} = E_X((p - \triangle)f)\).
VI. The Group of Units of Local Number Fields

Exercises.

1. Let \( \pi \) be a prime element of a finite extension \( F \) over \( \mathbb{Q}_p \). Let \( f = \sum_{n \geq m} \alpha_n X^n \in X \mathcal{O}_0[[X]] \), where \( \mathcal{O}_0 \) is the ring of integers of \( F_0 = F \cap \mathbb{Q}_p^{ur} \). Show that
   \[
   E_X(f(X))|_{X=\pi} \equiv 1 + \alpha_m \pi^m \mod \pi^{m+1}.
   \]
   Let \( \alpha \) be a nonzero root of the polynomial \( f = pX - X^p \). Show that
   \[
   E_X(f)|_{X=\alpha} \neq 1 = E_X(f(\alpha)).
   \]

2. Let \( l_X: \mathbb{R} \to \hat{\mathcal{O}}[[X]] \) be the map defined in the end of (2.3).
   a) Let \( f \in R \). Show that the free coefficient of \( l_X(f) \) belongs to \( (\varphi - 1)\hat{\mathcal{O}} + 2\hat{\mathcal{O}} + X\hat{\mathcal{O}}[[X]] \).
   b) Show that the kernel of \( l_X \) is equal to \( \langle X \rangle \times \mu \), where \( \mu \) is the group generated by roots of unity of order relatively prime to \( p \) and \(-1\), and the image of \( l_X \) is equal to \( (\varphi - 1)\hat{\mathcal{O}} + 2\hat{\mathcal{O}} + X\hat{\mathcal{O}}[[X]] \).
   c) Let \( \mathcal{L}_X: \mathbb{R} \to \hat{\mathcal{O}}[[X]] \) be the map defined by
   \[
   \mathcal{L}_X(f) = \frac{f^p - f^{\Delta_X}}{p f^{\Delta_X}}
   \]
   Show that \( \mathcal{L}_X(f) + \mathcal{L}_X(\Delta_X f) \equiv l_X(f) \mod 2 \) if \( p = 2 \), and \( \mathcal{L}_X(f) \equiv l_X(f) \mod p \) if \( p \neq 2 \).

3. \((\sigma)\) Let \( F \) be a local number field, \( \mathcal{O}_0 \) the ring of integers of \( F_0 = F \cap \mathbb{Q}_p^{ur} \). Let \( L/F \) be a totally and tamely ramified finite Galois extension, \( G = \text{Gal}(L/F) \). Let \( \pi \) be a prime element in \( L \) such that \( \pi^n \) is a prime element in \( F \), \( n = [L : F] \). For \( \sigma \in G \), the element \( \varepsilon_\sigma = \pi^{-1}\sigma(\pi) \) belongs to the set of multiplicative representatives in \( F \) (see section 4 Ch. II). Define the action of \( G \) on \( \mathcal{O}_0[[X]] \) by \( \sigma(X) = \varepsilon_\sigma X \).
   a) Let \( I \) be a set of \( n \) integers such that all their residues modulo \( n \) are distinct. Let \( A_I \) denote the \( \mathcal{O}_0[G] \)-module generated by \( X^i, \ i \in I \). Show that \( A_I \) is a free \( \mathcal{O}_0[G] \)-module of rank \( 1 \), and an element \( \alpha = \sum_{i \in I} \alpha_i X^i \) with \( \alpha_i \in \mathcal{O}_0 \) is a generator of \( A_I \) if and only if all \( \alpha_i \) are invertible elements in \( \mathcal{O}_0 \).
   b) Let \( e = e(F|\mathbb{Q}_p) \). Denote
   \[
   I_m = \left\{ \frac{pm(m-1)}{p-1} \leq i < \frac{pmm}{p-1}, (i, p) = 1 \right\}, \quad 1 \leq m \leq e,
   \]
   \[
   f(p) = \cup_{1 \leq m \leq e} I_m.
   \]
   Let \( A_m \) denote the \( \mathcal{O}_0[G] \)-submodule in \( \mathcal{O}_0[[X]] \) generated by \( X^i \) with \( i \in I_m \), \( A^{(p)} = \bigoplus_{1 \leq m \leq e} A_m \). Choose in \( A_m \) a \( \mathcal{O}_0[G] \)-generator \( \alpha_m = \alpha_m(X) \) as in a). Let \( \beta_1, \ldots, \beta_f \) be a basis of \( \mathcal{O}_0 \) over \( \mathbb{Z}_p \). Show that \( A^{(p)} \) is a free \( \mathbb{Z}_p[G] \)-module of rank \( f e \) with generators \( \beta_i \alpha_m \), \( 1 \leq i \leq f, \ 1 \leq m \leq e \).
   c) Let the field \( L \) contain no nontrivial \( p \)th roots of unity. Prove that the map \( f(X) \to E_X(f(X))|_{X=\pi} \) induces an isomorphism of \( \mathbb{Z}_p[G] \)-module \( A^{(p)} \) onto \( \mathbb{Z}_p[G] \)-module \( U_{1, L} \). This means that \( U_{1, L} \) is a free \( \mathbb{Z}_p[G] \)-module of rank \( e f \) with generators \( E_X(\beta_i \alpha_m(X))|_{X=\pi}, \ 1 \leq i \leq f, \ 1 \leq m \leq e \).
3. Series Associated to Roots

4. Let $F$ be a complete discrete valuation field of characteristic $0$ with perfect residue field $\overline{F}$ of characteristic $p$. Let $F$ be the Frobenius map on the field of fractions of $W(\overline{F}^{\text{sep}})$ (see (8.2) Ch. I). For a formal power series $f(X) = \sum \alpha_n X^n$ over $W(\overline{F}^{\text{sep}})$ define

$$\triangle_X f(X) = \sum F(\alpha_n) X^{pn}.$$ 

Show that the maps $E_X, l_X$, defined similarly to (2.2)–(2.3) have properties similar to the assertions of this section.

3. Series Associated to Roots

In this section we consider various formal power series associated to a $p^n$ th primitive root of unity; these will be applied in the next two sections and Chapter VII. We also state and prove several auxiliary results in (3.5)–(3.6) which will be in use in Chapter VII when we study explicit pairings. The reader may omit subsections (3.3)–(3.6) in the first reading.

(3.1). Suppose that $F$ contains nontrivial $p$ th roots of unity and let $n \geq 1$ be the maximal integer such that a $p^n$ th primitive root $\zeta$ of unity is contained in $F$. Let $\pi$ be a prime element in $F$. Denote the ring of integers of the inertia subfield $F_0 = F \cap \mathbb{Q}_p^{ur}$ by $\mathcal{O}_0$. By Corollary 2 of (2.9) Ch. II we get an expansion

$$\zeta = 1 + c_1 \pi + c_2 \pi^2 + \ldots, \quad c_i \in \mathcal{O}_0.$$

Let $z(X) = 1 + z_0(X)$ denote the following formal power series:

$$z(X) = 1 + c_1 X + c_2 X^2 + \ldots.$$

Then $z(X) \in \mathcal{O}_0[[X]]$ and $z(\pi) = \zeta$. The formal power series $z(X)$ depends on the choice of the prime element $\pi$ and the expansion of $\zeta$ as power series in the prime element $\pi$.

Put

$$s_m(X) = z(X)^{p^m} - 1, \quad s(X) = s_n(X),$$

$$u_m(X) = \frac{s_m(X)}{s_{m-1}(X)}, \quad u(X) = u_n(X).$$

Then $s_m \in \mathcal{O}_0[[X]]$ and $u_m \in \mathcal{O}_0[[X]]$, because

$$u_m = \frac{(1 + s_{m-1})^p - 1}{s_{m-1}} = p + \sum_{i=1}^{p-1} \binom{p}{i+1} s_{m-1}^i.$$
VI. The Group of Units of Local Number Fields

We have also \( s(\pi) = u(\pi) = 0 \). The series \( u(X) \) belongs to \( p\mathcal{O}_0 + X\mathcal{O}_0[[X]] \). Hence for every \( g(X) \in \mathcal{O}_0[[X]] \) and \( p > 2 \) we get in accordance with (2.3)

\[
l(1 + ug) = \sum_{i \geq 1} \frac{(-1)^{i-1}u^ig^i}{i} - \sum_{i \geq 1} \frac{(-1)^{i-1}u^i\zeta^i}{pi}.
\]

To have a similar expression for \( p = 2 \) we need to impose an additional restriction that \( ug \in 2p\mathcal{O}_0 + X\mathcal{O}_0[[X]] \).

Let \( e = e(F, \mathbb{Q}_p) \) and \( e_m = e/(p-1)p^{m-1} \) for \( m \geq 1 \). If \( v \) denotes the discrete valuation on \( F \), then \( v(\zeta - 1) = e_n \) by Proposition (5.7) Ch. I.

**Proposition.** The formal power series \( s_m, u_m \) are invertible in the ring \( \mathcal{O}_0[[X]] \).

Moreover, \( v_X(\zeta_m) = p^ne_n \), \( v_X(\pi_m) = p^{m-n}e \), where \( v_X \) is the discrete valuation of \( F((X)) \). The following congruences hold for \( m \geq 1 \):

\[
a) \quad s_m \equiv \zeta_0^m \mod p, \\
b) \quad s_m \equiv \zeta_{m-1} \mod p, \\
c) \quad \frac{1}{s_m} \equiv \frac{1}{\zeta_{m-1}} \mod p, \\
d) \quad s'_m \equiv \left( \frac{1}{s_m} \right)' \equiv 0 \mod p,
\]

where \( s'_m(X) \) is the formal derivative of \( s_m(X) \).

**Proof.** The first congruence follows from the definition of \( s_m \) and Lemma (7.2) Ch. I.

If all coefficients \( c_i \) of \( z_0(X) \) were divisible by \( p \), then \( v(\zeta - 1) \geq e + 1 \) which contradicts \( v(\zeta - 1) = e_n \). So let \( v_X(z_0(X)) = i \). Then for \( z_0(X) = c_1X + c_2X^2 + \ldots \) we obtain \( c_1 \equiv \cdots \equiv c_{i-1} \equiv 0 \mod p \). Therefore, \( v(z_0(\pi)) \geq \min(i, e + 1) \). But \( v(z_0(\pi)) = v(\zeta - 1) = e_n \leq e \), and hence \( v_X(z_0) = e_n \). The first congruence implies now that \( v_X(\zeta_m) = p^ne_n \), \( v_X(\pi_m) = p^{m-n}e \). Lemma (1.3) shows that \( s_m, u_m \) are invertible in \( \mathcal{O}_0[[X]] \).

We shall verify the second congruence by induction on \( m \). If \( m = 1 \) then

\[
\begin{align*}
s_1 &= (1 + z_0)p - 1 \equiv \zeta_0^p \mod p \\
\zeta_0^p &\equiv \zeta_0 \equiv s_0 \mod p.
\end{align*}
\]

Hence, \( s_1 \equiv s_0 \mod p \). Further, if \( m > 1 \) and \( s_{m-1}(X) \equiv s_{m-2} \mod p^{m-1} \), then by Lemma (7.1) Ch. I

\[
s_{m-1}^p \equiv s_{m-1} \mod p^m,
\]

and

\[
s_m \equiv (1 + s_{m-2})^p - 1 \equiv s_{m-1} \mod p^m.
\]
The third congruence follows from the second one, because $s_m$ is invertible in $\mathcal{O}_0[[X]]$.

The last congruence follows from the definition of $s_m$ and the equality

$$(1/s_m)' = -s_m'/s_m^2.$$ 

\[\square\]

**Corollary.** Let the expansion of $\zeta$ be the following:

$$\zeta = 1 + c_{e_0,1}e_0^n + c_{e_0,1+1}e_0^{n+1} + \ldots \text{ with } c_i \in \mathcal{O}_0.$$ 

Then $E_X(a s(X)) \equiv (1 + cX^p)(1 + g(X))^p \mod \deg p + 1$ for $a \in \mathcal{O}_0$ and some $c \in \mathcal{O}_0$, $g(X) \in X \mathcal{O}_0[[X]]$.

**Proof.** In this case $s(X) \equiv cX^p \mod (p, \deg p + 1)$. It remains to apply (2.4). \[\square\]

**Lemma.** Let the expansion of $\zeta$ be the following:

$$\zeta = 1 + c_{e_0,1}e_0^n + c_{e_0,1+1}e_0^{n+1} + \ldots \text{ with } c_i \in \mathcal{O}_0.$$ 

Then $v((\triangle X s(X))|_{X=\pi}) > e(1 + \max(m, n))$ and, in addition, for $p = 2$

$$v((\triangle X s(X))|_{X=\pi}) \geq e(2 + m).$$ 

**Proof.** By b) of the Proposition we get

$$\triangle s_{n+k-1} = s_{n+k} + p^{n+k} f_k, \quad k \geq 1$$

with $f_k \in \mathcal{O}_0[[X]]$. As $z_0 \equiv 0 \mod \deg e_n$, we deduce

$$s_k \equiv 0 \mod \deg e_n \quad \text{for } k \geq 1, \quad \text{and } f_m \equiv 0 \mod \deg e_n.$$ 

Acting by $\triangle^{m-1}$ on the equality and summing for $1 \leq k \leq m$, we obtain

$$\triangle^m s = s_{n+m} + p^{n+m} f_m + p^{n+m-1} \triangle f_{m-1} + \ldots + p^n \triangle f_1.$$ 

One has

$$v(p^{n+k} \triangle^{m-k} f_k(X)|_{X=\pi}) \geq (n + k)e + p^{m-k} e_n.$$ 

Now,

if $n \geq m$, then $(n + k)e + p^{m-k} e_n > e(1 + n) \text{ and } e(2 + m)$ for $p = 2$.

if $n < m$ and $n + k \geq m + 2$, then $(n + k)e + p^{m-k} e_n \geq e(2 + m)$.

if $n < m$ and $n + k \leq m + 1$, $k \geq 1$, then $(n + k)e + p^{m-k} e_n > e(1 + m)$ and $(n + k)e + p^{m-k} e_n \geq e(2 + m)$ for $p = 2$.

This proves the Lemma. \[\square\]
(3.2). **Proposition.** There is an invertible formal power series \( g(X) \in \mathcal{O}_0[[X]] \) such that \( u(X)g(X) \) is the Eisenstein polynomial of \( \pi \) over \( F_0 \). Any formal power series \( f(X) \in \mathcal{O}_0[[X]] \) with \( f(\pi) = 0 \) is divisible by \( u(X) \) in \( \mathcal{O}_0[[X]] \).

**Proof.** The first assertion follows from the previous Proposition and Proposition (1.3), the second from Corollary (1.3). \( \square \)

(3.3). Now we compare distinct formal power series corresponding to distinct expansions of \( \zeta \) in a power series in \( \pi \).

**Proposition.** Let \( s(X), s^{(1)}(X) \) be two formal power series over \( \mathcal{O}_0 \) which correspond to two expansions of \( \zeta \) in a power series in \( \pi \). Then

\[
s^{(1)} = s + p^m g_1 + p^{m-1} s^{-1} g_2 + s^p g_3
\]

for some \( g_1 \in X \mathcal{O}_0[[X]], \ g_2, g_3 \in X^2 \mathcal{O}_0[[X]] \).

**Proof.** Let \( z(X), z^{(1)}(X) \) be two elements of \( 1 + X \mathcal{O}_0[[X]] \) with \( z(\pi) = z^{(1)}(\pi) = \zeta \). Then, by Proposition (3.2) the series \( z^{(1)}(X)/z(X) - 1 \) is divisible by \( u(X) \). Put \( z^{(1)} = z(1 + u\psi) \) where \( \psi \in \mathcal{O}_0[[X]] \). Since \( u(0) = p \), we obtain that \( \psi \in X \mathcal{O}_0[[X]] \).

According to (3.1), we can write

\[
z^{(1)} = z + p\psi_1 + s_{n-1}^{p-1}\psi_2
\]

for some formal power series \( \psi_1, \psi_2 \) in \( X \mathcal{O}_0[[X]] \). By induction on \( m \) one can obtain that

\[
s^{(m)} = s_m + p^m \psi_{1,m} + s_{n-1}^{p-1} p^m \psi_{2,m} + s_{n-1}^{p-1} \psi_{3,m}
\]

for some \( \psi_{1,m} \in X \mathcal{O}_0[[X]] \). Then

\[
s^{(1)} \equiv \Delta \ s^{(1)} \equiv \Delta \ s_n^{-1} + p^{n-1} \Delta (s_{n-1}^{p-1} \psi_{2,n-1}) + \Delta (s_{n-1}^{p-1} \psi_{3,n-1})
\]

\[
\equiv s + p^{n-1} s^{p-1} \Delta (\psi_{2,n-1}) + s^p \Delta (\psi_{3,n-1}) \mod p^n
\]

by Proposition (3.1), b). This completes the proof. \( \square \)

**Corollary.** If \( p > 2 \), then

\[
1/s(X) \equiv 1/s^{(1)}(X) \mod (p^n, \deg 0).
\]

**Proof.** By Proposition

\[
1/s^{(1)} \equiv 1/s \cdot 1/(1 + p^{n-1} s^{p-2} g_2 + s^{p-1} g_3) \mod p^n.
\]

Since \( p > 2 \), we deduce

\[
1/(1 + p^{n-1} s^{p-2} g_2 + s^{p-1} g_3) = 1/(1 + sg_4) = 1 + \sum_{m \geq 1} (-1)^m s^m g_4^m
\]
for some $g_4 \in \mathcal{O}_0[[X]]$. Therefore,
\[
1/s^{(1)} \equiv 1/s + \sum_{m \geq 1} (-1)^m s^{m-1} g_4^m \equiv 1/s \mod (p^n, \deg 0).
\]

\[\Box\]

**Remark.** If $p = 2$ then $r(X)/s(X) \equiv r^{(1)}(X)/s^{(1)}(X) \mod (p^n, \deg 0)$ where the polynomial $r(X)$ depends on the series $s(X)$ and is defined in (3.4).

(3.4). In this subsection $p = 2$. We introduce a series $h(X)$ and polynomial $r(X)$ introduced by G. Henniart in the case $p = 2$.

Define

\[
h(X) = \frac{\Delta (s_{n-1}(X)) - s(X)}{2^n}.
\]

Then, by Proposition (3.1), b) the series $h$ belongs to $\mathcal{O}_0[[X]]$. Let $r_0(X) \in X\mathcal{O}_0[X]$ be a polynomial of degree $e - 1$, satisfying the condition:

\[
\Delta^2 r_0 + (1 + (2^n - 1)s_{n-1}) \Delta r_0 + s_{n-1}r_0 \equiv h \mod 2, \deg 2e,
\]

where we introduced the notation

\[
\sum_{m \geq 0} \alpha_m X^m \equiv 0 \mod 2, \deg 2e
\]

if $\alpha_{2m} \equiv 0 \mod 2$ for $0 \leq m < e$. Put

\[
r(X) = 1 + 2^{n-1} \Delta_X r_0(X).
\]

Observing that Proposition (3.1) implies

\[
s_{n-1} \equiv \alpha_e X^e \mod (2, \deg e + 1),
\]

we get

\[
s_{n-1} \equiv \sum_{m=e}^{2e-1} \alpha_m X^m \mod (2, \deg 2e), \quad \alpha_m \in \mathcal{O}_0.
\]

Let

\[
h \equiv \sum_{m=1}^{2e-1} \beta_m X^m \mod (2, \deg 2e), \quad r_0 = \sum_{m=1}^{e-1} \rho_m X^m
\]
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with \( \beta_m, \rho_m \in O_0 \). Then the condition on \( r_0 \) is equivalent to the following one: for \( m < e \) the coefficient of \( X^{2m} \) in the expression

\[
\sum_{m=1}^{e-1} \varphi^2(\rho_m)X^{4m} + (1 + (2^{n-1} - 1) \sum_{m=e}^{2e-1} \alpha_m X^m) \left( \sum_{m=1}^{e-1} \varphi(\rho_m)X^{2m} \right) + \left( \sum_{m=1}^{e-1} \alpha_m X^m \right) \left( \sum_{m=1}^{e-1} \rho_m X^m \right)
\]

is congruent modulo 2 to the coefficient \( \beta_{2m} \). Thus, every subsequent coefficient \( \rho_m \) linearly depends on \( \varphi^i(\rho_1), \ldots, \varphi^i(\rho_{m-1}), \ i = 0, 1, -1 \). This linear system of equations has the unique solution when \( \beta_{2m} = 0 \) for \( 1 \leq m < e \). Therefore, the polynomials \( r_0(X) \) and \( r(X) \) are uniquely determined by the conditions indicated.

From Proposition (3.1) one deduces that the condition on \( r_0 \) is equivalent to the following one: for \( m < 0 \) the coefficient of \( X^{4m} \) in the series

\[
H(r) = \frac{\Delta^2}{\Delta s} r - \frac{\Delta}{\Delta s} (1 + 2^{n-1}h) \Delta r + \frac{\Delta}{s} r - \frac{\Delta}{s} (1 + 2^{2n-2}h)r
\]

is divisible by \( 2^n \).

(3.5). This subsection and the following one contain several auxiliary assertions which will be applied in Ch. VII.

**Lemma.**

a) For \( i \geq 1 \),

\[
\frac{u^i}{s} \equiv \frac{p^{i-1}}{s_{n-1}} + \frac{(i-1)p^{i-1}(p-1)}{2} \mod \deg 1.
\]

In particular,

\[
\frac{u^i}{s} \equiv \frac{p^{i-1}}{s_{n-1}} \mod \deg 0.
\]

b) For \( p > 2, \ i \geq 1 \),

\[
\frac{u^i\Delta}{s} \equiv \frac{p^i}{s} + \frac{ip(p-1)}{2} \mod (p^{i+n-1}, \deg 1).
\]

In particular,

\[
\frac{u^i\Delta}{s} \equiv \frac{p^i}{s} \mod (p^{i+n-1}, \deg 0).
\]

Moreover,

\[
\frac{u^i}{s} \equiv \frac{p}{s} + \frac{p(p-1)}{2} \mod (p^{n+1}, \deg 1).
\]
c) For \( p = 2, \ i \geq 1 \),
\[
\frac{u^i}{s} \equiv \frac{(2 + 2^nh)^i}{s} + 2^{i-1} \mod \deg 1
\]
where the series \( h \) is defined in (3.4).

d) For \( p > 2, \ i \geq 1 \),
\[
\frac{(u)^{i'}}{i^2 s} \equiv \frac{(u)^{i'}}{i s} \equiv \frac{p^{i-1}}{i s_{n-1}} \mod (p^n, \deg 0).
\]

**Proof.**

a) Since \( u = p + \sum_{j=2}^p \binom{p}{j} s_n^{j-1} \) we have
\[
u_i^s = \frac{u_i-1}{s_{n-1}} = \frac{1}{s_{n-1}} \left( p + \left( \frac{p}{2} \right) s_{n-1} + \ldots \right)^{i-1}
\equiv p^{i-1}/s_{n-1} + (i-1)p^{i-2}\left( \frac{p}{2} \right) \mod \deg 1.
\]

b) By Proposition (3.1), b) we get \( \triangle u = u_{n+1} + p^ng \) for some \( g(X) \in \mathcal{O}_0[[X]]. \) Hence
\[
u_i^\triangle = \sum_{j=0}^i \binom{i}{j} p^n g^j u_{n+1}^{-j}/s = \frac{1}{s} \sum_{j=0}^i \binom{i}{j} p^n g^j \left( p + \left( \frac{p}{2} \right) s_{n-1} + \ldots \right)^{i-j}
\equiv \sum_{j=0}^i \binom{i}{j} p^n g^j \left( p^{i-j}/s + (i-j)p^{i-j}(p-1)/2 \right) \mod \deg 1
\]

which for \( p > 2 \) is congruent to \( p^i/s + ip^i(p-1)/2 \mod (\deg 1, p^{i+n-1}). \)

For \( i = 1, \ p > 2 \) we deduce
\[
u_i^\triangle = \frac{p + (\frac{p}{2}) s_{n-1} + \ldots + s_{n-1}^{p-1}}{s} \equiv \frac{p + p(p-1)}{2 s} \mod (p^{n+1}, \deg 1),
\]

since \( ps_{n-1}^{i}\equiv ps^i \mod p^{n+1} \) from the congruence b) of Proposition (3.1).

C) Next, for \( p = 2 \) we get \( \triangle u = 2 + 2^nh + s, \) hence
\[
u_i^\triangle /s \equiv (2 + 2^nh)^i/s + 2^{i-1} \mod \deg 1.
\]

d) Finally, Proposition (3.1) implies that
\[
u' \equiv (s_{n-1}^{p-1})' \equiv -s_{n-1}' s_{n-1}^{p-2} \mod p^n.
\]

Then
\[u'/s \equiv -s_{n-1}'/s_{n-1}^{2} \mod p^n.\]
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By Proposition (3.1) d) we know that \((1/s_{n-1})' \equiv 0 \mod p^{n-1}\). Then

\[
\frac{(u')'}{i^2s} = \frac{u^{i-1}u'}{is} = \frac{p^{i-1}s'_{n-1}}{is_{n-1}} \mod (p^n, \deg 0)
\]

since \(p^{i-1}s'_{n-1}/i \equiv 0 \mod p^n\) for \(i \geq 2, p > 2\). The latter is \(\equiv 0 \mod (p^n, \deg 0)\) unless \(i = 1\), in which case \(\frac{(u')'}{i^2s} = \frac{(u')'}{is}\).

(3.6). And, finally, another three lemmas.

Put \(V(X) = \frac{1}{2} + \frac{1}{s(X)}\).

**Lemma 1.** Let \(f(X) \in \mathcal{O}_0\{[X]\}\). Then

\[
\text{res } f'/s \equiv f'V \equiv 0 \mod p^n.
\]

**Proof.** By Proposition (3.1), d)

\[
(f/s)' = f'/s + f(1/s)' \equiv f'/s \mod p^n.
\]

Since \(\text{res } g' = 0\) for every \(g \in F_0\{[X]\}\), the assertion follows. □

**Lemma 2.** Let \(f(X)\) belonging to \(R\) defined in (2.3). Let \(i\) be divisible by \(p^k, k \geq 0\).

Then for \(p > 2\)

\[
f(X)^{ip} - f(X)^{i\Delta} \equiv ip\lambda_X(f(X))f(X)^{i\Delta} \mod p^{2(k+1)}.
\]

**Proof.** We have

\[
f^{ip} - f^{i\Delta} = f^{i\Delta}(f^{ip}/f^{i\Delta} - 1) = f^{i\Delta}(\exp(ip\lambda_X(f)) - 1).
\]

This means that

\[
f^{ip} - f^{i\Delta} = f^{i\Delta}ip\lambda_X(f) + f^{i\Delta}\sum_{j \geq 2}\frac{(ip)^j}{j!}l_X(f)^j.
\]

Since \((ip)^{-j}/j! \in \mathbb{Z}_p\) for \(p > 2, j \geq 2\), the assertion follows. □

**Lemma 3.** Let \(f(X) \in \mathcal{O}_0((X)), g(X) \in \mathcal{O}_0((X))^*, h(X) \in \mathcal{O}_0\{[X]\}\). Then

a) \((\Delta f)' = pX^{p-1} \Delta (f') = pX^{-1} \Delta (X f')\),

b) \(g'/g = l_X(g)' + X^{p-1} \Delta (g'/g)\),

c) \(\text{Tr}_{F_0/\mathbb{Q}_p} \text{res } X^{-1}h = \text{Tr}_{F_0/\mathbb{Q}_p} \text{res } X^{-1} \Delta h\).

**Proof.**

a) Let \(f = \sum \alpha_i X^i, \alpha_i \in \mathcal{O}_0\). Then

\[
(\Delta f)' = \left(\sum \varphi(\alpha_i)X^{pi}\right)' = \sum pi\varphi(\alpha_i)X^{pi-1} = pX^{p-1} \Delta (f').
\]
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b) Let $g = \alpha X^m \varepsilon(X)$ with $\alpha \in \mathcal{O}_0^*, \varepsilon = 1 + \sum_{i \geq 1} \beta_i X^i$, $\beta_i \in \mathcal{O}_0$. Then using (2.3) we get $g'/g = mX^{-1} + \varepsilon'/\varepsilon$ and $l_X(g) - l_X(\varepsilon) \in \mathcal{O}_0$. Now

$$l_X(g)' = l_X(\varepsilon)' = \left(\left(1 - \frac{\Delta}{p}\right) \log \varepsilon\right)' = (\log \varepsilon)' - X^{p-1} \Delta (\log \varepsilon)'$$

$$= \varepsilon'/\varepsilon - X^{p-1} \Delta (\varepsilon'/\varepsilon) = g'/g - X^{p-1} \Delta (g'/g).$$

c) Let $h(X) = \sum \alpha_i X^i$ with $\alpha_i \in \mathcal{O}_0$. Then

$$\text{Tr}_{\mathcal{O}_0/\mathbb{Q}_p} X^{-1} h = \text{Tr}_{\mathcal{O}_0/\mathbb{Q}_p} \alpha_0 = \text{Tr}_{\mathcal{O}_0/\mathbb{Q}_p} \varphi(\alpha_0) = \text{Tr}_{\mathcal{O}_0/\mathbb{Q}_p} \text{res} X^{-1} \Delta h.$$ 

\[\square\]

Exercises.

1. a) Show that if

$$\psi_1/s \equiv \psi_2/s \mod (p^n, \deg 1)$$

for $\psi_1, \psi_2 \in \mathcal{O}_0[{\{X}\}]$, then

$$\Delta (\psi_1)/s \equiv \Delta (\psi_2)/s \mod (p^n, \deg 1).$$

b) Show that for $m \geq 1$ there exists a series $g_m \in -1 + X\mathcal{O}_0[[X]]$, such that

$$s_{pn}^m = s_{n+1}^m + pms_{n}^m g_m.$$ 

c) Show that $l_X(s_n) \equiv s_n g \mod p^n$ for some $g \in X\mathcal{O}_0[[X]]$.

2. Show that for $p = 2$, $m \geq 2$, $k \geq 1$

a) $\Delta^k (u^m)/s \equiv (2 + 2^k \Delta^k (h))^m/s \mod (p^{n+m}, \deg 0),$

b) $(\Delta^k (u^m)/s \equiv X^{2^k-1} \Delta^k (s')/s \mod (2^n, \deg 0).$

c) $\Delta (u^m)/s \equiv 2^m/s \mod (2^{n+m}, \deg 0)$ if $m$ is a power of 2, $m \geq 3$.

d) $2(1/s_{n-1})' + s'/s + s'/s_{n-1} \equiv 0 \mod (2^{n+1}, \deg 1)$

e) $(\Delta s_{n-1})'/2 \equiv s'/2 + 2^{n-1} h' \mod 2^n.$

3. Let $p = 2$.

a) Show that for $f \in R$ ($R$ is defined in (2.3)), $g \in \mathcal{O}_0[{\{X}\}]$

$$\text{res} f' \Delta (g)/f = \text{res} X \Delta (f'/g/f).$$

b) Show that if $f = X^m a \varepsilon \in R$ with $a \in \mathcal{O}_0^*, \varepsilon \in 1 + X\mathcal{O}_0[{\{X}\}]$, then

$$\left(\left(\frac{\Delta f}{2f}\right)\right)' = l_X(f)' \equiv \varepsilon'(X\varepsilon)'/\varepsilon^2 \mod 2.$$ 

c) Show that for $g \in \mathcal{O}_0[{\{X}\}]$

$$\text{res} g'/s \equiv 0 \mod 2^n.$$ 

4. Let $p = 2$. Using Exercise 2 show that for $g \in \mathcal{O}_0[[X]]$ and $i, m \geq 1$

$$\text{Tr}_{\mathcal{O}_0/\mathbb{Q}_2} \text{res} \left(\Delta^i (ug)^m \right)_{2^m} r/s \equiv 0 \mod 2.$$
5. (a) Let \( p = 2 \). Let \( g \in R \). Put 
\[
f_j = g^{2^j} - g^{2^{j-1} \Delta} - l_X(g)g^{2^{j-1} \Delta}.
\]

a) Show that the series 
\[
\sum_{j \geq 1} \frac{f_j}{2^j} - \frac{i}{2} \Delta (g^j L_X(g)) = \sum_{j \geq 1} \frac{\Delta (g^{2^{j-1}} l_X(g))}{r/(2s)} \mod 2^n.
\]

b) Show that 
\[
\res \left( \sum_{j \geq 1} \frac{f_j}{2^j} \right) \equiv \res \left( \sum_{j \geq 1} \frac{\Delta (g^{2^{j-1}} l_X(g))}{r/(2s)} \mod 2^n.\right.
\]

6. Let \( p > 2 \).

a) Show that \( V' \) belongs to \( p^n X^{-2pe/(p-1)} \text{O}_0[[X]] [[pX^{-e}]] \).

b) Let \( g \in \text{O}_0[[X]] \). Show that \( \log(1 + ug) \) belongs to \( \text{O}_0[[X]] [[p^{-1} X^{pe}]] \).

c) Deduce that for every \( \alpha \in \text{O}_0((X))^* \)
\[
l_X(\alpha) \log(1 + ug) V' \equiv 0 \mod (p^n, \deg 1).
\]

7. Let \( p > 2 \). Deduce from (3.5) and (3.6) that for every \( f \in \text{O}_0[[X]] \)
\[
\res \left( 1 - p \Delta \right) (V) f \Delta \equiv 0 \mod p^n.
\]

8. Let \( f(X) \in X \text{O}_0[[X]] \). Show using Proposition (3.2) that \( E_X(f(X))|_{X=\pi} \) belongs to \( F^{\pi pe} \) if and only if \( f(X) - l_X(1 + u(X)g(X)) = p^n t(X) \) for some \( g \in X \text{O}_0[[X]] \), \( t \in X \text{O}_0[[X]] \).

4. Primary Elements

In this section we shall construct primary elements of a local number field \( F \) which contains a primitive \( p^n \) th root \( \zeta \) of unity. \( F_0 \) denotes, as usually, the inertia subfield \( F_0 = F \cap \mathbb{Q}_p^{ur} \) of \( F \), \( \text{O}_0 \) denotes its ring of integers. The continuous extension of the Frobenius automorphism \( \varphi \in \text{Gal}(\mathbb{Q}_p^{ur}/\mathbb{Q}_p) \) on the completion \( \widehat{\mathbb{Q}_p^{ur}} \) will be denoted by the same notation. Let \( \varphi_F \in \text{Gal}(\widehat{\mathbb{Q}_p^{ur}}/F) \) be the Frobenius automorphism of \( F \), and let its continuous extension to \( \widehat{\mathbb{Q}_p^{ur}} \) be denoted by the same notation.

From now on we denote the trace map \( \text{Tr}_{F_0/\mathbb{Q}_p} \) by \( \text{Tr} \).
(4.1). An element $\omega \in F^*$ is said to be $p^n$-primary if $F(\sqrt[p^n]{\omega})/F$ is an unramified extension (see Exercise 7 section 1 Ch. IV). According to Proposition (1.8) Ch. IV, for an element $a \in O_0$ there exists an element $\kappa$ in the ring of integers of $\mathbb{Q}_{p}$ such that $\varphi(\kappa) = a$. Let $\pi$ be a prime element in $F$ and let $z(X)$ be as in section 3.

**Proposition.**

(1) The element

$$H(a) = E_X(p^n \varphi(\kappa)l_X(z(X))|_{X=\pi}$$

is $p^n$-primary. Let $\gamma \in F_{\text{ur}}$ be a $p^n \text{ th}$ root of $H(a)$. Then

$$\gamma^{p^n-1} = \zeta^{\text{Tr} a}.$$

(2) The element $H(a)$ does not depend, up to $p^n \text{ th}$ powers, on the choice of $\kappa$ and prime element $\pi$ and on the choice of expansion of $\zeta$ in a series in $\pi$.

**Proof.** Let $f = f(F|\mathbb{Q}_p)$. Then $\varphi|_{\mathbb{Q}_p} \in \text{Gal}(\mathbb{Q}_p/F_0)$ is the Frobenius automorphism of $F_0$. We get

$$\varphi^{f+1}(\kappa) - \varphi(\kappa) = \varphi(1 + \varphi + \cdots + \varphi^{f-1})(\varphi(\kappa) - \kappa) = \text{Tr} a = b,$$

where $b \in \mathbb{Z}_p$. Observing that $\varphi^f$ commutes with $\Delta$, we deduce

$$\varphi^f E_X(\varphi(\kappa)l_X(z)) = E_X((\varphi(\kappa) + b)l_X(z)) = E_X(\varphi(\kappa)l_X(z)) z^b,$$

by Proposition (2.2). Hence for the element $\gamma = E_X(\varphi(\kappa)l_X(z(X)))|_{X=\pi}$ we get

$$\gamma^{p^n-1} = \zeta^{\text{Tr} a}.$$

The element $H(a)$ belongs to $F_{\text{ur}} = F_{\sqrt[p^n]{\mathbb{Q}_p}}$. We have $\varphi^f|_{\mathbb{Q}_p} = \varphi^f$ and

$$\varphi^f H(a) = H(a)z(\pi)^{p^n b} = H(a)\zeta^{p^n b} = H(a).$$

Therefore, $H(a) \in F$ by Proposition (1.8) Ch. IV. Thus, $H(a)$ is a $p^n$-primary element in $F$.

If for a $\kappa_1$ in the ring of integers in $\mathbb{Q}_{\sqrt[p^n]{p}}$ we have $\varphi(\kappa_1) - \kappa_1 = a$, then $\varphi(\kappa_1 - \kappa) = \kappa_1 - \kappa$, and by Proposition (1.8) Ch. IV we get $\kappa_1 = \kappa + c$ for some $c \in \mathbb{Z}_p$. The same arguments as above show that $E_X(p^n \varphi(\kappa_1)l_X(z(X)))|_{X=\pi}$ coincides with $H(a)$ up to $p^n$ th powers.

Let $H_1(a)$ be an element constructed in the same way as $H(a)$ but for another prime element $\pi$ or for another series $z^{(1)}(X) \in 1 + XO_0[[X]]$ with $z^{(1)}(\pi) = \zeta$. Then as above we deduce that $\gamma_1^{p^n-1} = \zeta^{\text{Tr} a}$. Since both elements $\gamma$ and $\gamma_1$ belong to $F_{\text{ur}}$, we deduce that $\gamma = \gamma_1 c$ with $c \in F$. Thus, $H_1(a) = H(a)c^{p^n}$ as required.

**Remark.** The elements $H(a)$ were constructed by $H. Hasse$ in [Has8]. Hasse’s elements $H(a)$ are not suitable for our purposes, because they involve elements which do not belong to the base field $F$. Later in (4.2) we shall obtain other forms of primary elements.
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**Lemma.** $H(a) = E_X(p^n \log z(X)|_{X=\pi})$

**Proof.** One has
\[
\left(1 - \frac{\Delta}{p}\right)(\kappa \log z) = \varphi(\kappa)l_X(z) - a \log z,
\]
so
\[
E_X\left(p^n \left(1 - \frac{\Delta}{p}\right)(\kappa \log z)\right) = \exp(p^n \kappa \log z).
\]

Hence
\[
E_X(p^n \varphi(\kappa)l_X(z)) = E_X(p^n \log z) \exp(p^n \kappa \log z).
\]

To apply Proposition (1.5), let $f(X) = \exp(X)$, $g(X) = p^n \kappa \log z(X)$, $c = e/(p - 1)$, where $e = e(F|\mathbb{Q}_p)$, and $\delta = 0$. Therefore, putting $b = 0$, we get $g(\hat{0}^0) \subset \hat{0}^c$. Now Proposition (1.5) shows that
\[
\exp(p^n \kappa \log z(X)|_{X=\pi}) = \exp(p^n \kappa \log (\zeta)).
\]

Since $\zeta^{p^n} = 1$, we obtain $\log (\zeta) = 0$. Thus,
\[
E_X(p^n \varphi(\kappa)l_X(z))|_{X=\pi} = E_X(p^n \log z)|_{X=\pi},
\]
as required. \[\square\]

**Theorem.** The element
\[
\omega(a) = E_X(a \ s(X))|_{X=\pi}, \quad a \in \mathcal{O}_0,
\]
coincides with $H(a)$ up to the elements of the $p^n$th power in $F$.

Thus, $\omega(a)$ is a $p^n$-primary element in $F$ and does not depend, up to the $p^n$th powers in $F$, on the choice of prime element $\pi$ and on the choice of expansion of $\zeta$ in a series in $\pi$.

**Proof.** First we verify the assertion of the Theorem for the series $z = 1 + c_n X^{e_n + 1} X^{c_{n+1}} + \ldots$ with $c_i \in \mathcal{O}_0$ (see (3.1)). The equality $p^n \log (z) = \log (1 + s)$ implies
\[
E_X(p^n \log (z)) = E_X(a \ s(\log (1 + s) - s)).
\]

Put $\psi = \log (1 + s(X)) - s(X)$. We shall show that $E_X(a \psi)|_{X=\pi} = \varepsilon^{p^n}$ for some $\varepsilon \in F^*$. Then $H(a) = \omega(a)\varepsilon^{p^n}$, as desired. We get
\[
E_X(a \psi) = \exp(a \psi) \exp\left(\sum_{i \geq 1} \Delta_i \left(a \psi\right)/p^i\right).
\]
Let \( v \) be the discrete valuation of \( \overline{F^u} \). Since \( s(\alpha) = (1 + z_o(\alpha))p^n - 1 \) for an element \( \alpha \in \overline{F^u} \) with \( v(\alpha) \geq 1 \), we deduce \( v(s(\alpha)) > e \). Then Proposition (1.5) and Example (1.4) show that \( \log (1 + s(\alpha))|_{X=\alpha} = \log (1 + s(\alpha)) \) and \( v(\psi(\alpha)) > e \). Therefore, by that Proposition,

\[
\exp (av(X))|_{X=\pi} = \exp (a \log (1 + s(\pi)) - a s(\pi)) = 1.
\]

Further, \( \psi = \sum_{m \geq 2} (-1)^{m-1}s(X)^m/m \); consequently

\[
\exp \left( \sum_{i \geq 1} \Delta^i (a\psi)/p^i \right) = \exp \left( \sum_{i \geq 1} \sum_{m \geq 2} \phi^i(a)\psi_{m,i} \right)^{p^n}
\]

where \( \psi_{m,i} = (-1)^{m-1} \Delta^i s^{m/mp^i+n} \). For an element \( \alpha \in \overline{F^u} \) with \( v(\alpha) \geq 1 \), Lemma (3.1) shows that

\[
v(\psi_{m,i}(\alpha)) > -(m - 1)e + me(1 + \max (i, n)) - (i + n)e \geq e,
\]

because \( v(m) < (m - 1)e \) for \( m \geq 1 \). We also obtain that \( v(\psi_{m,i}(\alpha)) \to +\infty \) as \( m \to +\infty \) or \( i \to +\infty \). Therefore, Proposition (1.5) implies that

\[
\exp \left( \sum_{i \geq 1} \Delta^i (a\psi(X))/p^i \right)|_{X=\pi} = \exp \left( \sum_{i \geq 1} \sum_{m \geq 2} \phi^i(a)\psi_{m,i}(\pi) \right)^{p^n}.
\]

Thus, \( H(a) \) coincides with \( \omega(a) \) up to \( F^{s\pi^n} \).

Now we verify the assertion of the Theorem for an arbitrary expansion of \( \zeta \) in a series in \( \pi \). Let \( z^{(1)}(X), s^{(1)}(X) \) be the corresponding series. By Proposition (3.3) we get

\[
s^{(1)} = s + p^n g_1 + p^{n-1}s^{p-1}g_2 + s^p g_3
\]

with \( g_i \in X \cap [X] \). Then

\[
E_X(p^{n-1}s^{p-1}g_2)|_{X=\pi} = E_X(g_1(X))p^n|_{X=\pi} \in F^{s\pi^n}.
\]

In the same way as above, we deduce that

\[
\exp(p^{n-1}s^{p-1}g_2)|_{X=\pi} = 1, \quad \exp(s^p g_3)|_{X=\pi} = 1.
\]

Finally, for an element \( \alpha \in \overline{F^u} \) with \( v(\alpha) \geq 1 \) we obtain, by Lemma (3.1), that

\[
v(p^{n-1} \Delta^i (s^{p-1}g_2)/p^i|_{X=\alpha}) = v_i > e, \quad v(\Delta^i (s^p g_3)/p^i|_{X=\alpha}) = w_i > e
\]

and \( v_i, w_i \to +\infty \) as \( i \to +\infty \). Therefore, Proposition (1.5) implies

\[
E_X(p^{n-1}s^{p-1}g_2)|_{X=\pi} \in F^{s\pi^n}, \quad E_X(s^p g_3)|_{X=\pi} \in F^{s\pi^n}
\]

and \( E_X(a s^{(1)}(X))|_{X=\pi} \) coincides with \( \omega(a) \) up to \( F^{s\pi^n} \).

The last assertion of the theorem follows from Proposition (4.1). \( \square \)
(4.3). **Proposition.** A primary element $\omega(a)$, $a \in \mathcal{O}_0$, is a $p^n$ th power in $F$ if and only if $\text{Tr } a \equiv 0 \mod p^n$, where $\text{Tr} = \text{Tr}_{F_0/Q_p}$.

**Proof.** From the previous theorem and (*) in the proof of Proposition (4.1) we deduce that $\omega(a) \in F^{*p^n}$ if and only if $H(a) \in F^{*p^n}$ if and only if $z(X)^{\text{Tr } a}|_{X=\pi} = 1$ which is equivalent to $\text{Tr } a \equiv 0 \mod p^n$.

**Corollary.** Let $\Omega$ be the group of all $p^n$-primary elements in $F^*$. Then the quotient group $\Omega/F^{*p^n}$ is a cyclic group of order $p^n$ and is generated by $\omega(a_0)$ with $a_0 \in \mathcal{O}_0$, $\text{Tr } a_0 \not\equiv 0 \mod p$.

**Proof.** Since $F$ has unique unramified extension of degree $p^n$, Kummer theory implies that $\Omega/F^{*p^n}$ is a cyclic group of order $p^n$. Let $\Omega_1$ be the subgroup in $\Omega$ generated by $\omega(a)$ with $a \in \mathcal{O}_0$. The kernel of the surjective homomorphism $\chi: \Omega_1 \to \mu$, $\omega(a) \to \zeta^{\text{Tr } a}$, where $\mu$ is the group of $p^n$ th roots of unity in $F$, is equal to $F^{*p^n}$. Therefore, $\Omega = \Omega_1$.

**Exercises.**
1. Show that $H(a) \equiv 1 + a(\zeta - 1)p^n \mod \pi^{pe_1+1}$.
2. Let $f(X)$ be an invertible series in $\mathcal{O}_0((X))$ and $f(\pi) = 1$. Show that $f(X) = (1 - \alpha u)(1 - ug)$ for some $\alpha \in \mathcal{O}_0$ and $g \in \mathcal{O}_0((X))$, $g(0) = 0$.
3. Let $F, F, E, E_X$ be as in Exercise 4 section 2. Let a primitive $p^n$ th root $\zeta$ of unity belong to $F$, $\pi$ prime in $F$ and $z(X) \in 1 + XW(F)[[X]]$, $s(X)$ as in (3.1).
   a) Show that for an element $a \in W(\overline{F})$ there exists an element $\kappa \in W(F^{\text{sep}})$ such that $F(\kappa) - \kappa = a$. Show that for every $\sigma \in \text{Gal}(F^{\text{sep}}/F_0)$ the element $\sigma(\kappa) - \kappa$ belongs to $\mathbb{Z}_p$.
   b) Show that the element $H(a) = E_X\left(p^n F(\kappa)z(X))\right)|_{X=\pi}$ is $p^n$-primary and does not depend, up to the $p^n$ th powers in $F$, on the choice of $\kappa$, $\pi$ and $z(X)$.
   c) Show that the element $\omega(a) = E_X(a s(X))|_{X=\pi}$ coincides with $H(a)$ up to a $p^n$ th power in $F$, and, thus, it is a $p^n$-primary element of $F$.
   d) Show that $\omega(a) \in F^{*p^n}$ if and only if $a \equiv b^p - b \mod p^n$ for some $b \in W(\overline{F})$. 

5. The Shafarevich Basis

We keep the notations of the preceding sections. In particular, we fix a prime element \( \pi \) of \( F \). We shall construct a special system of generators of the multiplicative \( \mathbb{Z}_p \)-module \( U_1 = U_{1,F} \) of a local number field \( F \) by using the Artin–Hasse–Shafarevich map \( E_X \).

(5.1). Proposition. Let a local number field \( F \) contain no nontrivial \( p \)th roots of unity. Then for a unit \( \varepsilon \in U_1 \) there exists a unique polynomial \( w(X) = \sum_{1 \leq i < pe_1} \alpha_i X^i \), \( \alpha_i \in \mathcal{O}_0 \) \( (e_1 = e/(p - 1), e = e(F|\mathbb{Q}_p)) \), such that

\[
\varepsilon \equiv E_X(w(X)) \mod \pi.
\]

Proof. Let \( \theta_1, \ldots, \theta_f \) be a set of representatives in \( F \) of a basis of \( \mathbb{F}_p \) over \( \mathbb{F}_p \). Put

\[
\varepsilon_{ij} = E_X(\theta_j X^i) \mod \pi, \quad 1 \leq j \leq f, \quad 1 \leq i < pe_1, \quad (i, p) = 1.
\]

Then by (2.4)

\[
\varepsilon_{ij} \equiv 1 + \theta_j \pi^i \mod \pi^{i+1}.
\]

Proposition (6.4) and Corollary (6.5) Ch. I show that \( \varepsilon_{ij} \) form a basis of the \( \mathbb{Z}_p \)-module \( U_1 \). This means that for some \( a_{ij} \in \mathbb{Z}_p \)

\[
\varepsilon = \prod_{i,j} \varepsilon_{ij}^{a_{ij}} = E_X\left( \sum_{i,j} a_{ij} \theta_j X^i \right) \mod \pi.
\]

Putting \( w(X) = \sum \alpha_i X^i \) with \( \alpha_i = \sum_j a_{ij} \theta_j \), we get the required assertion.

(5.2). Proposition (The Shafarevich Basis). Let \( n \geq 1 \) be the maximal integer such that a primitive \( p^n \)th root of unity \( \zeta \) belongs to \( F \). Then for a unit \( \varepsilon \in U_1 \) there exists an element \( a \) of \( \mathcal{O}_0 \) and a polynomial \( w(X) = \sum_{1 \leq i < pe_1} \alpha_i X^i \), \( \alpha_i \in \mathcal{O}_0 \), such that

\[
\varepsilon \equiv E_X(w(X)) \mod \pi \omega(a).
\]

\( \varepsilon \in F^{*p^n} \) if and only if \( \text{Tr} a \equiv 0 \mod p^n \) and \( w(X) \equiv 0 \mod p^n \).
VI. The Group of Units of Local Number Fields

Proof. Let
\[ \zeta = 1 + c_1 \pi^{e_1} + c_2 \pi^{e_2} + \ldots, \quad c_i \in \mathcal{O}_0, \]
and let \( z(X) \) be the corresponding series over \( \mathcal{O}_0 \). Then Corollary (3.1) shows that
\[ \omega(a) \equiv 1 + a c \pi^{p c_1} \mod \pi^{p c_1 + 1} \]
for some \( c \in \mathcal{O}_0 \). If \( \text{Tr} a \not\equiv 0 \mod p \), then by Corollary (4.3), \( \omega(a) \notin F^{*p} \). Let \( \theta_j \), \( 1 \leq j \leq f \), be as in the proof of the previous Proposition. Now (6.4) and (6.5) Ch. I imply (take \( \pi_i = \pi^{i+1} \)) that the elements
\[ \varepsilon_{ij} = E_X(\theta_j X^i)|_{X=\pi} \quad \text{with} \quad 1 \leq j \leq f, \quad 1 \leq i < p e_1, \quad (i, p) = 1, \]
\[ \omega(a_0) \quad \text{for a fixed} \quad a_0 \in \mathcal{O}_0 \quad \text{with} \quad \text{Tr} a_0 \not\equiv 0 \mod p \]
fundamental basis of the \( \mathbb{Z}_p/p^n \mathbb{Z}_p \)-module \( U_1/U_1^{p^n} \). Thus, by the same arguments as in the proof of Proposition (5.1), we obtain the required decomposition.

Further, if \( \text{Tr} a \equiv 0 \mod p^n \), \( w(X) \equiv 0 \mod p^n \), then, by Proposition (4.3), \( \varepsilon \in F^{*p^n} \).

Conversely, assume that \( \varepsilon \in F^{*p^n} \). Then, since the elements \( \varepsilon_{ij}, \omega(a) \mod U_1^{*p^n} \) form a basis of \( U_1/U_1^{p^n} \), we deduce that \( w(X) \equiv 0 \mod p^n \) and \( \omega(a) \in F^{*p^n} \). Now Proposition (4.3) implies that \( \text{Tr} a \equiv 0 \mod p^n \). This completes the proof. \( \square \)

Corollary. Instead of the Shafarevich basis one can take as a basis of \( U_1/U_1^{p^n} \) the elements \( 1 - \theta_j \pi^i \), \( \omega(a_0) \) where \( \theta_j \), \( i \) and \( a_0 \) are as in the proof of the Proposition.

Exercise.

1. Let \( n \geq 1 \) be the maximal integer such that a primitive \( p^n \)th root of unity \( \zeta \) belongs to \( F \). In notations of Exercise 5 section 2 and Exercise 3 section 4, show that for every unit \( \varepsilon \in U_1, F \) there exist \( a \in W(F) \) and a polynomial
\[ w(X) = \sum_{1 \leq i < p e_1 \atop (i, p) = 1} \alpha_i X^i, \quad \alpha_i \in W(F), \]
such that
\[ \varepsilon = E_X(w(X))|_{X=\pi} \omega(a) \]
and \( \varepsilon \in F^{*p^n} \) if and only if \( a \in \varphi W(F) + p^n W(F) \) and \( \alpha_i \in p^n W(F) \).
CHAPTER 7

Explicit Formulas for the Hilbert Symbol

This chapter presents comprehensive explicit formulas for the \((p^n)\)th Hilbert symbol defined on a local number field. Origin of the formulas is discussed in section 1. Section 2 introduces a pairing \(\langle \cdot, \cdot \rangle_X\) on formal power series which satisfies the Steinberg property. This pairing specializes to a pairing \(\langle \cdot, \cdot \rangle_\pi\) on \(F^*\) in (2.2); it is well defined and does not depend on the choice of a prime element \(\pi\). Subsection (2.5) presents the technically more difficult case of even \(p\). We apply results of section 2 to construct an explicit class field theory for Kummer extension in section 3; the latter does not depend on results of Ch. IV. In section 4 we prove the equality of the Hilbert symbol and the pairing of section 2, thus establishing an explicit formula for the Hilbert symbol. Several other types of explicit formulas are discussed in section 5. There we also comment on the explicit formula and its generalizations to local fields and \(n\)-dimensional local fields.

We keep the notations of Ch. VI.

1. Origin of Formulas

In subsection (1.1) we calculate values of the Hilbert symbol using the Shafarevich basis introduced in Chapter VI. Then, as a motivation for the explicit formulas to come in sections 2 and 4, we treat the case of \(\mathbb{Q}_p(\zeta)\) in subsections (1.2)–(1.4).

(1.1). Let a primitive \(p^n\)th root of unity \(\zeta\) belong to \(F\), and let \(\pi\) be a prime element in \(F\). Let \(\langle \cdot, \cdot \rangle_{p^n}\) be the \(p^n\)th Hilbert symbol (see section 5 Ch. IV).

First, we compute the values of \(\langle \pi, \varepsilon \rangle_{p^n}\) for \(\varepsilon \in \mathbb{U}_{1,F}\). Let

\[ \varepsilon = E_X(w(X))|_{X=\pi^a\omega(a)}, \quad w(X) = \sum_{1 \leq i < p^k \atop (i,p)=1} \alpha_i X^i, \]

with \(\alpha_i, a \in \mathcal{O}_0\), be the Shafarevich basis as in section 5 Ch. VI. Applying Theorem (4.2) Ch. VI we get

\[ \langle \pi, \omega(a) \rangle_{p^n} = \langle \pi, H(a) \rangle_{p^n}. \]
Since $H(a)$ is a $p^n$-primary element in $F$, using the definition of the Hilbert symbol we deduce that

$$(\pi, H(a))_{p^n} = \varphi_F E_X(\varphi(\kappa)(z(X)))|_{\chi_{\pi}=E_X(-\varphi(\kappa)(z(X)))|_{\chi_{\pi}},}$$

where $\varphi_F = \Psi_F(\pi)|_{F^w}$ is the Frobenius automorphism (see (1.2) Ch. IV), $\kappa \in \overline{F^w}$ and $\varphi(\kappa) - \kappa = a$ as in (4.1) Ch. VI. The computation in the proof of Proposition (4.1) Ch. VI shows that

$$(\pi, \omega(a))_{p^n} = E_X(l_X(z(X)))_{\chi_{\pi} = \zeta^{Tr_A},}$$

where $\mu$ is the Möbius function. Then

$$(\pi, E(\theta^{\pi})_{p^n} = \prod_{j \geq 1} \prod_{(j,p)=1} (\pi, 1 - \theta^{j \pi})^{\mu(j)/j}_{p^n}$$

where $\mu$ is the Möbius function. Then

$$(\pi, (1 - \theta^{j \pi})^{\mu(j)/j}_{p^n} = (\pi^{ij}, 1 - \theta^{j \pi})^{\mu(j)}_{p^n} = 1,$$

by Proposition (5.1), (2) Ch. IV and Exercise 1 b) section 5 Ch. IV. If $i$ is relatively prime to $p$, then

$$(\pi, (1 - \theta^{j \pi})^{\mu(j)/j}_{p^n} = 1, (\pi, E(\theta^{\pi}))_{p^n} = 1.$$}

Since the set of multiplicative representatives generates $\mathcal{O}_0$ over $\mathbb{Z}_p$ and $E_X$ is $\mathbb{Z}_p$-linear, we conclude that

$$(\pi, E_X(w(X))|_{\chi_{\pi}} = 1.$$}

Therefore,

$$(\pi, \varepsilon)_{p^n} = (\pi, E_X(w(X))_{\chi_{\pi}} = \zeta^{Tr_A}.$$

(1.2). Let $F = \mathbb{Q}_p(\zeta)$, where $\zeta_p$ is a primitive $p$th root of unity. Then $F$ is a totally ramified extension of degree $p - 1$ over $\mathbb{Q}_p$. By (1.3) Ch. IV $\pi = \zeta_p - 1$ is prime in $F$. The corresponding series $z(X) = 1 + X$ and $s(X) = s_1(X) = (1 + X)^p - 1 \equiv X^p$ mod $p$.

For a principal unit $\varepsilon = E_X(w(X))|_{\chi_{\pi}}\omega(a)$ in $F$, $w(X) = \sum_{1 \leq i \leq p-1} a_i X^i$, $a_i \in \mathbb{Z}_p$, $a \in \mathbb{Z}_p$, we get

$$(\pi, \varepsilon)_{p} = \zeta^a.$$
1. Origin of Formulas

In the case under consideration
\[ \text{res } X^{-1} l_X E_X(w(X))/s(X) \equiv 0 \mod p \]

and
\[ \text{res } X^{-1} l_X E_X(a \ s(X))/s(X) = a. \]

This means that for \( \psi(X) = E_X(w(X) + a \ s(X)) \) with \( \psi(\pi) = \varepsilon \), one can write
\[ (\pi, \varepsilon)_p = \zeta_p \text{res } X^{-1} l_X(\psi(X))/s(X) \quad (*) \]

In other words, for computing \( (\pi, \psi(\pi))_p \) we must find the residue of the series
\[ X^{-1} l_X(\psi(X))/s(X). \]

Note that \( \pi \) is a pole of this series.

Now let \( \psi(X) \in 1 + X \mathbb{Z}_p[[X]] \) be an arbitrary series with \( \psi(\pi) = \varepsilon \). By (2.4) Ch. VI we can express \( \psi(X) \) as
\[ \psi(X) = \prod_{i \geq 1} E_X(a_i X^i), \quad a_i \in \mathbb{Z}_p. \]

Then \( \psi(X) = \prod_{i \geq 1} E(X^i)^{a_i} \) and \( \varepsilon = \prod_{i \geq 1} E(\pi^i)^{a_i} \). The arguments of (1.1) show that \( (\pi, E(\pi^i))_p = 1 \) for \( (i, p) = 1 \). Subsections (5.7) and (5.8) Ch. I imply \( U_{p+1, F} \subset F^{*p} \), hence
\[ (\pi, \varepsilon)_p = (\pi, E(\pi^p))^{a_p}_p. \]

But, according to (2.4) Ch. VI
\[ \omega(a_p) = E_X(a_p s(X))|_{X=\pi} = E(\pi^p)^{a_p} \eta^p \quad \text{for some } \eta \in U_{1, F}. \]

Therefore,
\[ (\pi, \varepsilon)_p = (\pi, \omega(a_p))_p = \zeta_p^{a_p}. \]

On the other hand,
\[ a_p \equiv \text{res } X^{-1} l_X(\psi(X))/s(X) \mod p. \]

Thus, we conclude that formula (*) holds for an arbitrary expansion of \( \varepsilon \) in a series in \( \pi \).

(1.3). We next compute the values of \( (\varepsilon, \rho)_p \) for \( \varepsilon, \rho \in U_{1, F} \).

Let \( \theta, \eta \) belong to the set of nonzero multiplicative representatives of \( \mathbb{F}_p \) in \( F = \mathbb{Q}_p(\zeta) \) (i.e., \( \theta^{p-1} = \eta^{p-1} = 1 \)). By Exercise 1, f) below,
\[ (E(\theta^\pi^j), E(\eta^\pi^j))_p = \prod_{n \geq 0} (-\eta^{\pi^j}, E(\theta^{\eta^{p^n i}} \pi^{i+p^n j}))_p^{-1} \prod_{m \geq 1} (-\theta^{\pi^j}, E(\theta^{\pi^j} \eta^{p^{n+p^n i}}))_p. \]

Exercise 1 in section 5 Ch. IV and the equality \( \varphi(\theta) = \theta^p \) for the Frobenius automorphism of \( F \) imply that for \( p > 2 \)
\[ (E_X(\theta X^i)|_{\mathbb{Z}_p}) (E_X(\eta X^j)|_{\mathbb{Z}_p}) \]
\[ = \prod_{n \geq 0} (\pi, E(\theta^{\pi^m} i j \varphi^n (\eta) \pi \rho \eta^m))^{-1} \prod_{m \geq 1} (\pi, E(\eta \pi^m \varphi^m (\theta) \pi \rho \eta^m))_{\mathbb{Z}_p} \]
\[ = (\pi, E_X(-\theta X^i (1 + \Delta + \Delta^2 + \ldots) (j \eta X^j) + \eta X^j (\Delta + \Delta^2 + \ldots) (i \theta X^i))|_{\mathbb{Z}_p}) \]
where \( \Delta \) is defined in (2.1) Ch. VI. Note that this formula holds for every \( \theta, \eta \in \mathbb{Z}_p \),
due to the \( \mathbb{Z}_p \)-linearity of \( E_X \).

Let \( \varepsilon = \varepsilon(X)|_{\mathbb{Z}_p}, \rho = \rho(X)|_{\mathbb{Z}_p} \) with \( \varepsilon(X), \rho(X) \in 1 + X \mathbb{Z}_p[[X]] \). Let
\[ l_X(\varepsilon(X)) = \sum_{i \geq 1} a_i X^i, \quad l_X(\rho(X)) = \sum_{i \geq 1} b_i X^i, \quad \text{with } a_i, b_i \in \mathbb{Z}_p. \]

Then we get
\[ (\varepsilon, \rho)_p = (E_X(l_X(\varepsilon(X)))|_{\mathbb{Z}_p}, E_X(l_X(\rho(X)))|_{\mathbb{Z}_p})_p = (\pi, E_X(\nu(X))|_{\mathbb{Z}_p})_p \]
where
\[ \nu(X) = -l_X(\varepsilon(X)) (1 + \Delta + \Delta^2 + \ldots) \left( \sum_{i \geq 1} i b_i X^i \right) + l_X(\rho(X)) (\Delta + \Delta^2 + \ldots) \left( \sum_{i \geq 1} i a_i X^i \right). \]

Since \( \Delta^j \left( \sum_{i \geq 1} i b_i X^i \right) = \Delta^j \left( X (l_X(\rho(X)))' \right) = X (p^{-j} \Delta^j l_X(\rho(X)))' \), we obtain
\[ (1 + \Delta + \Delta^2 + \ldots) \left( \sum_{i \geq 1} i b_i X^i \right) = X \left( \sum_{j \geq 0} \Delta^j p \right) l_X(\rho(X))' = X (\log(\rho(X)))', \]
\[ (\Delta + \Delta^2 + \ldots) \left( \sum_{i \geq 1} i a_i X^i \right) = X (\log(\varepsilon(X)) - l_X((\varepsilon(X)))'). \]

Thus,
\[ (\varepsilon, \rho)_p = (\pi, E_X(X(-l_X(\rho) l_X(\varepsilon)' + l_X(\rho) \log \varepsilon(X)' - l_X(\varepsilon) \log(\rho(X)))')|_{\mathbb{Z}_p})_p \]
and, by the formula (*) of (1.2), \( (\varepsilon, \rho)_p = \zeta_p^c \) with \( c = \text{res} \Phi_{\varepsilon, \rho}(X)/s(X) \), where
\[ \Phi_{\varepsilon, \rho}(X) = -l_X(\rho(X)) l_X(\varepsilon(X))' + l_X(\rho(X)) \varepsilon(X)^{-1} \varepsilon(X)' - l_X(\varepsilon(X)) \rho(X)^{-1} \rho(X)'. \]
Here we used the equality \( \log(\rho(X))' = \rho(X)^{-1} \rho(X)' \). Since \( \text{res}(l_X(\rho) l_X(\varepsilon)' / X^p) \equiv 0 \mod p \) one can replace \( \Phi_{\varepsilon, \rho}(X) \) with
\[ \Phi_{\varepsilon, \rho}(X) = l_X(\varepsilon(X)) l_X(\rho(X))' - l_X(\varepsilon(X)) \rho(X)^{-1} \rho(X)' + l_X(\rho(X)) \varepsilon(X)^{-1} \varepsilon(X)'. \]
Now we treat the case of \((\alpha, \beta)_p\) with arbitrary \(\alpha, \beta \in Q_p(\zeta^*).\) Let \(\alpha = \pi^i \theta \varepsilon, \beta = \pi^j \eta \rho\) with \(\varepsilon, \rho \in U_{1,F},\ i, j \in \mathbb{Z},\ \theta^{p-1} = \eta^{p-1} = 1.\) Let \(\varepsilon(X), \rho(X)\) be as in (1.3). By Exercise 1 in section 5 Ch. IV we get
\[
(\alpha, \beta)_p = (\pi^i, \rho)_p(\pi^j, \varepsilon)_p^{-1}(\varepsilon, \rho)_p = (\pi, \rho \varepsilon^{-j})_p(\varepsilon, \rho)_p.
\]
Therefore,
\[
(\alpha, \beta)_p = \sum_{\rho} \text{res} \Phi_{\alpha, \beta}(X)/s(X),
\]
where
\[
\Phi_{\alpha, \beta}(X) = \Phi_{\varepsilon, \rho}(X) + X^{-1}l_X(\rho(X)^i\varepsilon(X)^{-j})
\]
\[
= \Phi_{\varepsilon, \rho}(X) + iX^{-1}l_X(\rho(X)) - jX^{-1}l_X(\varepsilon(X))
\]
\[
= l_X(\varepsilon)l_X(\rho)^i - l_X(\varepsilon)(X^j\eta\rho(X))^i/(X^j\eta\rho(X)) + l_X(\rho)(X^i\theta\varepsilon(X))^i/(X^i\theta\varepsilon(X)),
\]
because
\[
(X^i\theta\varepsilon(X))'/(X^i\theta\varepsilon(X))^{-1} = iX^{-1} + \varepsilon(X)/\varepsilon(X)^{-1}.
\]
The same formula holds for \(p = 2\) (see Exercise 3).

The series \(\Phi_{\alpha, \beta}(X)\) on the right-hand side of (**) does depend on the choice of expansion of \(\alpha, \beta\) in series in \(\pi\) and the choice of a prime element \(\pi.\)

**Remarks.**

1. Note that for the field \(F = Q_p(\zeta_p)\) the inertia subfield \(F_0 = F \cap Q_p^{ur}\) coincides with \(Q_p.\) In the general case we shall add the trace operator \(Tr = Tr_{F_0/Q_p}\) in front of \(res\).

2. If we allow the series \(\varepsilon(X), \rho(X)\) to be arbitrary invertible series in \(Z_p((X))^*\) which give the elements \(\varepsilon, \rho\) when \(X\) is replaced with \(\pi,\) then we must slightly modify \(1/s(X)\) by replacing it with \(1/2 + 1/s(X)\).

3. Although for the field \(F\) the structure of the formulas for the Hilbert symbol \((\cdot, \cdot)_p\) is the same for \(p = 2\) and \(p > 2,\) in the general case of a local number field the formulas for the Hilbert symbol differ for \(p > 2\) and \(p = 2.\) When \(p = 2,\) we shall add series \(\Phi_{\alpha, \beta}^{(1)}, \Phi_{\alpha, \beta}^{(2)}\) defined in (2.5) below to \(\Phi_{\alpha, \beta}\) and the factor \(r(X)\) defined in (3.4) Ch. VI.

**Exercises.**

1. Let \(F\) be a local number field, let a primitive \(p^n\) th root of unity \(\zeta\) belong to \(F,\) and let \(\pi\) be a prime element in \(F.\ \alpha, \beta \in F.\) Let \((\cdot, \cdot)\) be the \(p^n\) th Hilbert symbol in \(F.\)
   a) Show that for a sufficiently large integer \(c\)
   \[
   (1 - \alpha, 1 - \beta) = 1
   \]
   for all \(\alpha, \beta \in M_F^{c}.\)
   b) Show that for \(\alpha, \beta \in F^{*},\ \alpha \neq 1, \ \beta \neq 1,\)
   \[
   (1 - \alpha, 1 - \beta) = (1 - \alpha, 1 - \alpha \beta)(-\beta, 1 - \alpha \beta)(1 - \alpha \beta, 1 - \beta).\]
c) Prove that for \( \alpha, \beta \in M_F \)
\[
(1 - \alpha, 1 - \beta) = \prod (-\alpha^{i_0} \beta^{j_0}, 1 - \alpha^i \beta^j),
\]
where \( i, j \geq 1 \), \( (i, j) = 1 \), \( i_0, j_0 \geq 0 \) run through all pairs of integer numbers with \( ij_0 - i_0j = 1 \). (Hint: Use a) and b) for \( \alpha, \alpha \beta \) and \( \alpha \beta, \beta \).

d) Prove that for \( \alpha, \beta \in M_F \)
\[
(1 - \alpha, 1 - \beta) = \prod (-\alpha^{i_0} \beta^{j_0}, E(\alpha^i \beta^j))^{-1},
\]
where \( i, j \geq 1 \), \( \gcd(i, j, p) = 1 \), \( i_0, j_0 \geq 0 \) with \( ij_0 - i_0j = \gcd(i, j) \). (Hint: Use Exercise 2 in section 9 Ch. 1).

e) Prove that for \( \alpha, \beta \in M_F \)
\[
(1 - \alpha, E(\beta)) = \prod (-\alpha^{i_0} \beta^{j_0}, E(\alpha^i \beta^j)^s),
\]
where \( i \geq 1 \) is relatively prime to \( p \), \( s \geq 0 \), \( i_0, j_0 \geq 0 \) with \( ij_0 - i_0p^s = 1 \). (Hint: Use Lemma (9.1) Ch. 1).

f) \((M. \text{ Kneser})\) Prove that for \( \alpha, \beta \in M_F \)
\[
(E(\alpha), E(\beta)) = \prod_{i \geq 1} (-\alpha^{i_0} \beta^{j_0}, E(\alpha^i \beta^j))^s \prod_{j \geq 0} (-\beta^{-1}, E(\alpha^p \beta^j)).
\]

g) \((M. \text{ Kneser})\) Show that for \( p = 2 \), \( \alpha \in M_F \)
\[
(-1, E(\alpha)) = \prod_{i \geq 0} (\alpha^{2^i}, E(\alpha^{2^{i+1}})).
\]

2. (a) Let \( \alpha, \beta \in M_F \), \( \varepsilon = E(\alpha) \), \( \rho = E(\beta) \), \( \Phi_{\varepsilon, \rho} \) as in (1.4), \((\cdot, \cdot)\) as in Exercise 1. Show that for \( p > 2 \)
\[
(E(\alpha), E(\beta)) = (\pi, E_X(X\Phi_{\varepsilon, \rho}(X))|_{X = \pi}),
\]
for \( p = 2 \)
\[
(E(\alpha), E(\beta)) = (\pi, E_X(X\Phi_{\varepsilon, \rho}(X) + X\Phi_{\varepsilon, \rho}^{(1)}(X))|_{X = \pi}),
\]
where
\[
\Phi_{\varepsilon, \rho}^{(1)}(X) = \left(\frac{\Delta}{2}(L_X(\psi(X))L_X(\varphi(X)))\right)^t, \quad L_X(\psi(X)) = (1 + \Delta + \Delta^2 + \ldots)l_X(\psi(X))
\]
with \( \varepsilon = \psi(\pi), \rho = \varphi(\pi), \psi, \varphi \in 1 + XZ[[X]] \).

3. Using Exercise 3 in section 5 Ch. IV show that for the Hilbert symbol \((\cdot, \cdot)_2\) in \( \mathbb{Q}_2 \), \( \alpha, \beta \in \mathbb{Q}_2^* \)
\[
(\alpha, \beta)_2 = (-1)^{\text{res} \Phi_{\alpha, \beta}(X)/s(X)},
\]
where \( \Phi_{\alpha, \beta} \) is as in (1.4).
2. The Pairing \((\cdot, \cdot)\)

We introduce a pairing \((\cdot, \cdot)_X\) on formal power series in subsection (2.1) and study its properties. Then in subsection (2.2) we define a pairing \((\cdot, \cdot)_\pi\) on the multiplicative group of a local number field \(F\) and study its properties. We show that \((\cdot, \cdot)_\pi\) is well defined in (2.2) and that it does not depend on the choice of prime element \(\pi\) in (2.4).

For the case of \(p = 2\) see subsection (2.5). Later in section 4 we shall prove that \((\cdot, \cdot)_\pi\) coincides with the Hilbert symbol.

(2.1). From this point until (2.5) we assume that \(p > 2\).

Recall that \(\mathcal{O}_0\) is the ring of integers of \(F_0 = F \cap \mathbb{Q}_p\) and \(\mathcal{R}\) is the group of multiplicative representatives of the residue field of \(F\) in \(\mathcal{O}_0\). Recall that in (3.6) of Ch. VI we defined the series \(V(X) = 1/2 + 1/s(X)\) of \(\mathcal{O}_0\{X\}\) where \(s(X) = z(X)^p - 1\) and \(z(X) \in 1 + X\mathcal{O}_0[\{X\}]\) is such that \(z(\pi) = \zeta\) is a \(p^n\)th primitive root of unity in \(F\). We denote by \(l\) the map \(l_X\) (which is a sort of a special logarithm) on \(\mathcal{O}_0((X))^*\) defined in (2.3) of Ch. VI, so

\[
l(\alpha) = \frac{1}{p} \log(\alpha^p/\alpha^{\Delta}).
\]

Introduce a pairing

\[
(\cdot, \cdot)_X: \mathcal{O}_0((X))^* \times \mathcal{O}_0((X))^* \to \langle \zeta \rangle
\]
as

\[
\langle \alpha, \beta \rangle_X = \zeta^{\text{Tr res } \Phi_{\alpha, \beta} V}
\]

where \(\text{Tr} = \text{Tr}_{F_0/\mathbb{Q}_p}\).

\[
\Phi_{\alpha, \beta} = \alpha^{-1} \alpha' l(\beta) - l(\alpha) \beta^{-1} \beta' + l(\alpha) l(\beta')
\]

Note that \(\Phi_{\alpha, \beta}\) belongs to \(\mathcal{O}_0((X))\).

Using the equality

\[
l(\beta') = \beta^{-1} \beta' - \frac{1}{p} \beta^{-\Delta} (\beta^\Delta)'
\]
(see Lemma 3 b) of (3.6) Ch. VI) we can rewrite \(\Phi_{\alpha, \beta}\) as

\[
\Phi_{\alpha, \beta} = \frac{\alpha'}{\alpha} l(\beta) - l(\alpha) \frac{1}{p} \frac{\beta^\Delta}{\beta^{\Delta'}}
\]

Remark. If \(\alpha, \beta \in \mathcal{O}_0^*\), then \(\alpha' = \beta' = (l(\beta))' = 0\) and so \(\langle \alpha, \beta \rangle_X = 1\).
Proposition.

a) The pairing \(\langle \cdot, \cdot \rangle_X\) is bilinear

\[
\langle \alpha_1 \alpha_2, \beta \rangle_X = \langle \alpha_1, \beta \rangle_X \langle \alpha_2, \beta \rangle_X,
\]

and antisymmetric

\[
\langle \alpha, \beta \rangle_X \langle \beta, \alpha \rangle_X = 1.
\]

b) \(\langle \alpha, \alpha \rangle_X = 1\), \(\langle \theta, \alpha \rangle_X = 1\) for \(\theta \in \mathbb{R}^*\).

c) Steinberg property

\[
\langle \alpha, 1 - \alpha \rangle_X = 1 \quad \text{for every } \alpha \neq 1.
\]

Proof. Bilinearity of \(\langle \cdot, \cdot \rangle\) follows from the properties of \(l\) ((2.2) and (2.3) Ch. VI).

Furthermore, \(\Phi_{\alpha, \beta} + \Phi_{\beta, \alpha} = l(\alpha)l(\beta)' + l(\beta)'(\alpha) = (l(\alpha)l(\beta))'\).

Lemma 1 of (3.6) Ch. VI now implies that \(\langle \alpha, \beta \rangle = (\beta, \alpha)^{-1}\).

An element \(\theta \in \mathbb{R}^*\) can be written as \(\eta p^n\) with \(\eta \in \mathbb{R}^*\); therefore \(\langle \theta, \alpha \rangle_X = \langle \eta, \alpha \rangle_X p^n = 1\).

Since \(p > 2\), the equality \(\langle \alpha, \alpha \rangle^2 = 1\) implies \(\langle \alpha, \alpha \rangle = 1\).

To prove the Steinberg property (which take some time) we first assume that \(\alpha \in X \cap_0[[X]]\). Then

\[
\Phi_{\alpha, 1 - \alpha} = l(1 - \alpha)\alpha^{-1} \alpha' - l(\alpha) \frac{1}{p}(1 - \alpha)^{-\Delta} \left((1 - \alpha)^\Delta\right)' = -\alpha^{-1} \alpha' \left(1 - \frac{\Delta}{p}\right) \sum_{i \geq 1} \frac{\alpha^i}{p} + l(\alpha) \left( \sum_{i \geq 1} \frac{\alpha^{i \Delta}}{p^i} \right)' = -\alpha' - \sum_{i \geq 1} \frac{\alpha^i}{p} - \sum_{i \geq 1} \left( \frac{\alpha^{ip} - \alpha^{i \Delta}}{ip} \right) \alpha^{-1} \alpha' - l(\alpha) \frac{\alpha^{i \Delta}}{ip}.
\]

Using Lemma 3 of (3.6) Ch. VI we deduce that

\[
\frac{\alpha^{ip} - \alpha^{i \Delta}}{ip} \alpha^{-1} \alpha' - l(\alpha) \frac{\alpha^{i \Delta}}{ip} = g_i, \quad \text{where } g_i = \frac{\alpha^{ip} - \alpha^{i \Delta}}{(ip)^2} - l(\alpha) \frac{\alpha^{i \Delta}}{ip}.
\]

Thus, in this case

\[
\Phi_{\alpha, 1 - \alpha} = - \left( \alpha + \sum_{p i \geq 1} \frac{\alpha^i}{p^2} + \sum_{i \geq 1} g_i \right)'.
\]

By Lemma 2 of (3.6) Ch. VI we have \(g_i \in \cap_0[[X]]\), so by Lemma 1 in the same section we get

\[
\text{res } \Phi_{\alpha, 1 - \alpha} V \equiv 0 \mod p^n, \quad \langle \alpha, 1 - \alpha \rangle = 1.
\]
Now suppose that $\alpha^{-1} \in X\mathcal{O}_0[[X]]$. Then
\[ 1 = \langle \alpha^{-1}, 1 - \alpha^{-1} \rangle = \langle \alpha, (1 - \alpha)/(1 - \alpha) \rangle^{-1} = \langle \alpha, \alpha \rangle (1 - \alpha)^{-1} = \langle \alpha, 1 - \alpha \rangle^{-1}, \]
so $\langle \alpha, 1 - \alpha \rangle = 1$.

Finally, in the remaining case $\alpha = a\beta$ with $a \in \mathcal{O}_0^*$, $1 - a \in \mathcal{O}_0^*$ and $\beta \in 1 + X\mathcal{O}_0[[X]]$. The element $\gamma = (1 - \beta)/(1 - a\beta)$ belongs to $X\mathcal{O}_0[[X]]$, so from the previous we get
\[ 1 = \langle 1 - \gamma, \gamma \rangle = \langle -(a - 1)\beta/(1 - a\beta), (1 - \beta)/(1 - a\beta) \rangle \]
\[ = \langle a - 1, 1 - \beta \rangle (a - 1, 1 - a\beta)^{-1} (1 - \beta, 1 - a\beta)^{-1}, \]
since $\langle \beta, 1 - \beta \rangle = \langle 1 - a\beta, 1 - a\beta \rangle = 1$. The element $\gamma' = a(1 - \beta)/(a - 1)$ belongs to $X\mathcal{O}_0[[X]]$, so similarly
\[ 1 = \langle 1 - \gamma', \gamma' \rangle = \langle 1 - a\beta, (1 - a\beta)/(a - 1) \rangle \]
\[ = \langle a - 1, a\beta \rangle (1 - a\beta, a - 1)^{-1} (1 - a\beta, 1 - \beta)^{-1}, \]
since $\langle a/(a - 1), 1 - a \rangle = 1$ due to the Remark above. So we deduce that
\[ 1 = \langle 1 - \gamma, \gamma \rangle (1 - \gamma', \gamma') = \langle a\beta, 1 - a\beta \rangle^{-1}. \]

Thus, the Steinberg property is proved. \hfill \Box

(2.2). Now let $\pi$ be a prime element in $F$, $\alpha, \beta \in F^*$, and let $\alpha(X), \beta(X)$ be any series in $\mathcal{O}_0((X))^*$ such that $\alpha(\pi) = \alpha$, $\beta(\pi) = \beta$. Put
\[ \langle \alpha, \beta \rangle_\pi = \langle \alpha(X), \beta(X) \rangle_X \]

Proposition. The value $\langle \alpha, \beta \rangle_\pi$ does not depend of the way the elements $\alpha, \beta, \zeta$ are expanded in power series in $\pi$. Thus, the pairing $\langle \cdot, \cdot \rangle_\pi : F^* \times F^* \to \langle \zeta \rangle$ is well defined.

It is bilinear, and antisymmetric. Moreover,
\[ \langle \alpha, \alpha \rangle_\pi = 1, \quad \langle \theta, \alpha \rangle_\pi = 1 \quad \text{for} \quad \alpha \in F^*, \theta \in \mathcal{R}^* \]
and $\langle \alpha, 1 - \alpha \rangle_\pi = 1$ for every $\alpha$ different from 0 and 1.

Proof. Let $s(X), s^{(1)}(X)$ be two distinct series corresponding to $\zeta$. Then Corollary (3.3) Ch. VI shows that
\[ \text{res } \Phi_{\alpha,\beta}/s(X) \equiv \text{res } \Phi_{\alpha,\beta}/s^{(1)}(X) \mod p^n. \]
Therefore, $\langle \alpha, \beta \rangle_\pi$ does not depend on the choice of an expansion of $\zeta$ in a power series in $\pi$. 
Due to antisymmetry it is sufficient to show that if \( \alpha_1(X), \alpha_2(X) \in \mathcal{O}_0((X))^* \) with \( \alpha_1(\pi) = \alpha_2(\pi) = \alpha \), then

\[
\langle \alpha_1(X), \beta(X) \rangle_X = \langle \alpha_2(X), \beta(X) \rangle_X.
\]

The series \( \alpha_1(X)/\alpha_2(X) \) is equal to 1 at \( X = \pi \). Proposition (3.2) Ch. VI shows now that \( \alpha_1(X)/\alpha_2(X) = 1 - ug \) with some \( g \in \mathcal{O}_0[[X]] \).

Using the bilinearity of \( \langle \cdot, \cdot \rangle_X \), we need to verify that

\[
\langle 1 - ug, \beta \rangle_X = 1.
\]

One has

\[
\Phi_{1-ug, \beta} = (\log(1-ug))' l(\beta) - \left(1 - \frac{\Delta}{p}\right) (\log(1-ug)) \frac{1}{p} (\beta^\Delta)'.
\]

First assume that \( \beta(X) \in \mathcal{O}_0^1(1 + X \mathcal{O}_0[[X]]) \). Then \( \beta'/\beta \in \mathcal{O}_0[[X]] \) and \( l(\beta) \in \mathcal{O}_0[[X]] \). So \( \text{res} \Phi_{1-ug, \beta}/2 = 0 \). We can now apply Lemma (3.5) of Ch. VI (those parts of it which contain \mod \deg 0 \) congruences. Then

\[
- \text{res} \Phi_{1-ug, \beta}/s = \text{res} \sum_{i \geq 1} \left( \frac{(u^i g^i)'}{i s} l(\beta) - \left(\frac{u^i g^i}{i s} - \frac{u^i g^i g^i}{pis} \right) \frac{1}{p} (\beta^\Delta)' \right) = \text{res} \sum_i f_i
\]

where \( f_i \) is congruent modulo \( p^n \) to

\[
g^i \left( \frac{1}{s n^{-1}} \right) \frac{p^{i-1}}{i} l(\beta) + (g^i)' \frac{1}{s n^{-1}} \frac{p^{i-1}}{i} l(\beta) - g^i \frac{1}{s n^{-1}} \frac{p^{i-1}}{i} \frac{1}{p} (\beta^\Delta) + g^i \left( \frac{1}{p} \right) \frac{p^{i-1}}{i} \frac{1}{p} (\beta^\Delta)'.
\]

Note that \( p^{i-1}/i \in \mathbb{Z} \) and \( (\beta^\Delta)'/(p\beta^\Delta) = X^{p-1}(\beta')/\beta = -l(\beta)' + \beta' / \beta \) belongs to \( \mathcal{O}_0((X)) \) by Lemma 3 (3.6) Ch. VI. By the same Lemma

\[
\text{Tr res} g^i \left( \frac{1}{s n^{-1}} \right) \frac{p^{i-1}}{i} \frac{1}{p} (\beta^\Delta)' = \text{Tr res} g^i \left( \frac{1}{s n^{-1}} \right) \frac{p^{i-1}}{i} \frac{\beta'}{\beta}.
\]

Thus,

\[
- \text{Tr res} \Phi_{1-ug, \beta} V = \text{Tr res} \left( \sum_{i \geq 1} g^i \left( \frac{1}{s n^{-1}} \right) \frac{p^{i-1}}{i} l(\beta) \right)' = 0 \mod p^n,
\]

i.e., \( (1 - ug, \beta)_X = 1 \).

Now, in the general case of \( \beta = a X^m \beta_1(X) \) with \( \beta_1 \in 1 + X \mathcal{O}_0[[X]] \) and \( a \in \mathcal{O}_0^1 \) due to bilinearity of \( \langle \cdot, \cdot \rangle_X \) it remains to treat the case \( \beta(X) = X \). Then \( \Phi_{1-ug,X} = -X^{-1}l(1 - ug) \). Similarly to the previous arguments using \mod \deg 1
congruences of Lemma (3.5) of Ch. VI we deduce that

\[
\text{res } \Phi_{1-u g, X} / s \equiv \text{res } X^{-1} \left( \sum_{i \geq 1} \frac{p^i - 1}{i s_{n-1}} - \sum_{i \not\equiv 1} \frac{p^i - 1}{i s} \right) + X^{-1} \left( \sum_{i \geq 1} \frac{p^i - 1}{2i} (i - 1)(p - 1)g^i - \sum_{i \geq 1} \frac{p^i - 1}{2i} (p - 1)g^i \right) \mod p^n
\]

(the first two terms annihilate each other due to the previous discussions). We also have

\[
\text{res } \Phi_{1-u g, X} / 2 \equiv \text{res } X^{-1} \left( \sum_{i \geq 1} \frac{p^i - 1}{2i} \left( \frac{i - 1}(p - 1)g^i - \frac{p - 1}{2} + \frac{p}{2i} \right) \right)
\]

(note that \( \Delta u \equiv u \equiv p \mod \deg 1 \)). Using Lemma 3 c) of (3.6) Ch. VI we conclude that

\[
\text{res } \Phi_{1-u g, X} V \equiv \text{res } X^{-1} \left( \sum_{i \geq 1} g^i \left( \frac{i - 1}{2i} + g^i \right) \right)
\]

which is zero.

The other properties follow from Proposition (2.1).

\(\square\)

**Remarks.**

1. If \( \alpha(X) \) and \( \beta(X) \) are chosen from the subgroup

\[
P = \{ X^m \theta \varepsilon(X) : m \in \mathbb{Z}, \theta \in \mathbb{R}^*, \varepsilon(X) \in 1 + X \mathcal{O}_0[[X]] \}
\]

then the quotient \( \alpha_1 / \alpha_2 \), which is considered in the proof of the previous Proposition, belongs to \( 1 + X \mathcal{O}_0[[X]] \) and therefore the series \( g \) belongs to \( X \mathcal{O}_0[[X]] \). Then

\[
\langle \alpha_1(X), \beta(X) \rangle' = \langle \alpha_2(X), \beta(X) \rangle'
\]

where by \( \langle \cdot, \cdot \rangle' \) we denoted the pairing with \( 1/s(X) \) instead of \( V(X) \). The pairing \( \langle \cdot, \cdot \rangle' : P \times P \to \langle \zeta \rangle \) is therefore well defined. It can be used instead of the pairing \( \langle \cdot, \cdot \rangle \) in the following sections of this chapter (as it was in the first edition of this book).

2. For another proof of independence see Exercise 5.

**(2.3). First properties of \( \langle \cdot, \cdot \rangle' \).**

1. If \( \varepsilon = E_X \left( \sum_{1 \leq i \leq p, i \equiv 1} \alpha_i X^i \right) \big|_{X = \pi^s}, \alpha_i \in \mathcal{O}_0, \) is as in section 5 Ch. VI, then

\[
\langle \pi, \varepsilon \rangle' = 1.
\]

This follows from

\[
\Phi = X^{-1} \left( \sum \alpha_i X^i \right) = \left( \sum i^{-1} \alpha_i X^i \right)'
\]
and Lemma 1 of (3.6) Ch. VI.

2. If \( \omega(a) = E_X(a s(X))|_{X=\pi} \) is a \( p^n \)-primary element (\( a \in \mathcal{O}_0 \)) as in section 5 of Ch. VI, then

\[
\langle \pi, \omega(a) \rangle_{\pi} = \zeta^{\text{Tr} \ a}.
\]

Indeed, \( s(0) = 0 \) and so

\[
\text{res} \Phi V = \text{res} X^{-1} a s(X)(1/s(X) + 1/2) = a.
\]

3. If \( \varepsilon \in U_{1,F} \) then

\[
\langle \varepsilon, \omega(a) \rangle_{\pi} = 1.
\]

Indeed, if \( \varepsilon = \varepsilon(X)|_{X=\pi} \) with \( \varepsilon(X) \in \mathcal{O}_0((X))^* \) then

\[
\Phi = a s(\log \varepsilon(X))' - l(\varepsilon(X)) \left( \sum_{i \geq 1} (as)^{\delta^i/p^i} \right)'.
\]

From Lemma 3 a) of (3.6) Ch. VI we deduce by induction on \( i \) that

\[
(s^{\delta^i/p^i})' = X^{-1} \Delta^i (Xs^i)
\]

which is congruent to \( 0 \mod p^n \) due to Proposition (3.1) d) of Ch. VI. Thus, \( \text{res} \Phi V \equiv 0 \mod p^n \).

(2.4). The next property of \( \langle \cdot, \cdot \rangle_{\pi} \) to be verified is its invariance with respect to the choice of a prime element \( \pi \) in \( F \). In other words, we will show that for \( \alpha, \beta \in F^* \)

\[
\langle \alpha, \beta \rangle_{\pi} = \langle \alpha, \beta \rangle_{\tau},
\]

for prime elements \( \pi, \tau \) in \( F \).

**Proposition.** The pairing \( \langle \cdot, \cdot \rangle_{\pi} \) is invariant with respect to the choice of a prime element \( \pi \) in \( F \).

**Proof.** Assume that for any prime elements \( \pi, \tau \) in \( F \) and \( \beta \in U_{1,F} \)

\[
\langle \pi, \beta \rangle_{\pi} = \langle \pi, \beta \rangle_{\tau}. 
\]

Let \( \varepsilon \) be a principal unit in \( F \), then \( \pi \varepsilon \) is prime in \( F \). We then deduce

\[
\langle \pi \varepsilon, \beta \rangle_{\pi} = \langle \pi \varepsilon, \beta \rangle_{\tau}. 
\]

Therefore

\[
\langle \varepsilon, \beta \rangle_{\pi} = \langle \pi \varepsilon, \beta \rangle_{\pi}^{-1} = \langle \pi, \beta \rangle_{\pi}^{-1} = \langle \varepsilon, \beta \rangle_{\tau}.
\]

Now the linear property of \( \langle \cdot, \cdot \rangle_{\pi} \) of Proposition (2.2) implies the invariance of \( \langle \cdot, \cdot \rangle_{\pi} \).

To prove \( (*) \) first note that due to Proposition (2.2) we get

\[
\langle \pi, \pi^i \theta \varepsilon \rangle_{\pi} = \langle \pi, \varepsilon \rangle_{\pi}
\]
and similarly for \( \langle \pi, \pi^i \theta \varepsilon \rangle_{\tau} \), where \( \theta \in \mathbb{R}^* \), \( \varepsilon \in U_1 \). Now by Corollary of (5.2) Ch. VI in its notations we can express
\[
\varepsilon = \prod_{(i,p)=1} (1 - \theta_j \pi^i)^{a_{ij}} \omega(a)
\]
with some \( \theta_j \in \mathbb{R} \), \( a \in \mathcal{O}_0 \), \( a_{ij} \in \mathbb{Z}_p \). Then Proposition (2.2) implies
\[
\langle \pi, 1 - \theta_j \pi^i \rangle_{\rho}^i = \langle \pi^i, 1 - \theta_j \pi^i \rangle_{\rho} = \langle \theta_j \pi^i, 1 - \theta_j \pi^i \rangle_{\rho} = 1
\]
for \( \rho = \pi \) or \( = \tau \). Therefore, since \( i \) is prime to \( p \) we deduce that
\[
\langle \pi, \beta \rangle_{\pi} = \langle \pi, \omega(a) \rangle_{\pi}, \quad \langle \pi, \beta \rangle_{\tau} = \langle \pi, \omega(a) \rangle_{\tau}.
\]
Let \( \pi = \tau \eta \) with \( \eta \in \mathcal{O}^* \). By Property 3 and 2 in (2.3) we get
\[
\langle \pi, \omega(a) \rangle_{\tau} = \langle \tau, \omega(a) \rangle_{\tau} = \zeta^{Tr(a)} = \langle \pi, \omega(a) \rangle_{\pi}.
\]
Thus, due to the independence of the choice of power expansion in a prime element in Proposition (2.2) we conclude that
\[
\langle \pi, \varepsilon \rangle_{\pi} = \prod \langle \pi, 1 - \theta_j \pi^i \rangle_{\pi}^{a_{ij}} \langle \pi, \omega(a) \rangle_{\pi} = \langle \pi, \omega(a) \rangle_{\pi} \prod \langle \pi, 1 - \theta_j \pi^i \rangle_{\tau}^{a_{ij}} = \langle \pi, \varepsilon \rangle_{\tau}.
\]

**Remark.** For another proof see Exercise 6.

(2.5). In this subsection we treat the special case of \( p = 2 \).

The first essential difference with the case \( p > 2 \) is that the pairing for the formal series is defined not for all invertible series in \( \mathcal{O}_0((X)) \) but for series which belong to \( Q = R \cap \mathcal{O}_0((X)) = \{ X^m a \varepsilon(X) : \varepsilon(X) \in 1 + X \mathcal{O}_0[[X]], a \in \mathcal{O}_0^*, a^2 \equiv a^2 \mod 4, m \in \mathbb{Z} \} \).

(\( R \) is defined in (2.3) of Ch. VI).

Certainly, the group of series \( P \) defined in Remark of (2.2) is a subgroup of \( Q \). The reason why we have to work with \( Q \) is that for \( p = 2 \) the formula \( l_X(f) = \frac{1}{p} \log(f^p/f^\Delta X) \) for the map \( l_X \) of (2.3) Ch. VI is defined for \( f \in Q \) and not for an arbitrary invertible series of \( \mathcal{O}_0((X)) \).

For \( \alpha, \beta \in Q \) put
\[
\Phi^{(1)}_{\alpha, \beta} = \left( \frac{\Delta}{2} \left( \frac{\alpha^2 - \alpha^{\Delta}}{2\alpha^{\Delta}} - \frac{\beta^2 - \beta^{\Delta}}{2\beta^{\Delta}} \right) \right)'
\]
and
\[
\Phi^{(2)}_{\alpha, \beta} = X^{-1} v_X(\alpha) v_X(\beta) l_X(1 + s_{n-1}(X))
\]
where \( v_X \) is the discrete valuation of \( \mathcal{O}_0((X)) \) corresponding to \( X \). The series \( 1 + s_{n-1}(X) \in Q \) corresponds to \( -1 \), since \( 1 + s_{n-1}(\pi) = z(\pi)^{2n-1} = -1 \). The series
VII. Explicit Formulas for the Hilbert Symbol

\( \Phi^{(2)}_{\alpha(X), \beta(X)} \) takes care of the fact that \( \langle \pi, \pi \rangle_\pi = \langle \pi, -1 \rangle_\pi \) is not necessarily equal to 1 in the case \( p = 2 \).

Introduce the pairing

\[ \langle \cdot, \cdot \rangle_X : Q \times Q \to \langle \zeta \rangle \]

by the formula

\[
\langle \alpha, \beta \rangle_X = \zeta \text{Tr res}(\Phi_{\alpha, \beta} + \Phi^{(1)}_{\alpha, \beta} + \Phi^{(2)}_{\alpha, \beta})(r(X)V(X))
\]

where \( V(X) \), \( \Phi_{\alpha, \beta} \) are as in (2.1), and \( r(X) \) as in (3.4) Ch. VI.

One can show that Proposition (2.1) holds for \( \langle \cdot, \cdot \rangle_X \). Then for elements \( \alpha, \beta \in F^* \) let \( \alpha(X), \beta(X) \in Q \) be such that \( \alpha(\pi) = \alpha \) and \( \beta(\pi) = \beta \). Put

\[
\langle \alpha, \beta \rangle_\pi = \langle \alpha(X), \beta(X) \rangle_X
\]

One can show that Propositions (2.2) and (2.4) hold for the pairing \( \langle \cdot, \cdot \rangle_\pi \). The proofs can be carried in the same way as above, but with longer calculations. For details see Exercises 2–4.

Exercises.

1. Show that \( \langle a, b \rangle_\pi = 1 \) for \( a, b \in \mathcal{O}_P^\ast \).
2. (⋄) Let \( p = 2 \). We use the definitions of (2.5).
   a) Show that \( \Phi_{\alpha, \beta} + \Phi^{(1)}_{\alpha, \beta} + \Phi^{(2)}_{\alpha, \beta} \in \mathcal{O}_0[[X]] \).
   b) Show that \( \text{Tr res}(\Phi_{\alpha, \beta} + \Phi^{(1)}_{\alpha, \beta} + \Phi^{(2)}_{\alpha, \beta})(r(X)V(X)) \equiv 0 \mod 2^{n-1} \).
   c) Show that for \( p = 2 \) and \( \alpha, \beta \in 1 + X\mathcal{O}_0[[X]] \)
      \[
      \frac{\alpha^2 - \alpha^\delta}{2\alpha^\delta} \equiv (1 + \delta + \delta^2 + \ldots)l_X(\alpha) \mod \deg 2
      \]
      and therefore
      \[
      \Phi_{\alpha(X), \beta(X)} = \left( \delta (L_X(\alpha(X))L_X(\beta(X)))/2 \right)^\prime,
      \]
      where \( L_X(\alpha) = (1 + \delta + \delta^2 + \ldots)l_X(\alpha) \).
   d) Show using section 3 (and its exercises) of Ch. VI that the pairing \( \langle \cdot, \cdot \rangle_\pi \) is bilinear, antisymmetric and satisfies the Steinberg property.
3. (⋄) Let \( p = 2 \). Using section 3 (and its exercises) of Ch. VI show that \( \langle 1 + ug, \beta \rangle_X = 1 \) for \( \beta(X) \in Q, \ g(X) \in \mathcal{O}_0[[X]], \ 1 + ug \in Q \). Deduce that the pairing \( \langle \cdot, \cdot \rangle_\pi \) is well defined.
4. Let \( p = 2 \). Using Exercises 2 and 3 show that \( \langle \cdot, \cdot \rangle_\pi \) is invariant with respect to the choice of a prime element \( \pi \).
5. Let \( p > 2 \). Prove independence of \( \langle \alpha, \beta \rangle_\pi \) of the power series expansion of \( \alpha, \beta \) in \( \pi \) following the steps below.
   a) Similarly to the beginning of the proof of Proposition (2.2) it suffices to show that \( \langle 1 - ug, \beta \rangle_X = 1 \).
b) Using Lemma 3 of (3.6) Ch. VI and Exercise 7 section 3 Ch. VI show that
\[ \text{res} \frac{1}{p} \left( \frac{\beta^\Delta}{\beta^\Delta} \right) \log(1 - u g) V \equiv \text{res} X^{-1} f^\Delta \]
where \( f = X^\beta^{-1} \beta'^\gamma \log(1 - u g) V \).

c) Using Exercise 6 section 3 Ch. VI show that
\[ \text{res} l^\gamma(\beta)(\log(1 - u g))^\gamma' V \equiv -\text{res}(l(\beta))^\gamma' \log(1 - u g) V \pmod{p^n}. \]

d) Deduce from the previous congruences that
\[ \text{res} \Phi_{1 - u g, \beta} \equiv \text{res} X^{-1}(f - f^\Delta) \pmod{p^n}. \]
and using Lemma 3 of (3.6) Ch. VI conclude that
\[ \text{Tr res} \Phi_{1 - u g, \beta} \equiv 0 \pmod{p^n} \]
and therefore \( \langle 1 - u g, \beta \rangle_X = 1 \).

6. Let \( p > 2 \). Let \( \pi, \tau \) be prime elements of \( F \) and \( \pi = g(\tau) \) with \( g(X) \in XO_0[[X]] \). Let \( \beta = \beta(\pi) \) with \( \beta(X) \in 1 + XO_0[[X]] \). Show that
\[ \langle \pi, \beta \rangle_\pi = \langle \pi, \beta \rangle_\tau \]
following the steps below.

a) Show that it suffices to check the equality for \( \beta = E(\theta X^j)|_{X=\pi} \) with \( \theta \in \mathcal{R} \).

b) Show that
\[ E_X(\theta X^j) = E_Y \left( \left( 1 - \frac{\Delta_Y}{p} \right) f(Y) \right) \]
where \( f(Y) = \sum_{i \geq 0} \theta^{p^i} g(Y)^{j^{p^i} / p^i} \). Using Lemma (2.2) Ch. VI show that \( f(Y) \in O_0((Y)) \).

c) Using arguments similar to the proof of Proposition (2.1) show that
\[ \Phi_{g(Y), \beta(g(Y))} = \theta g(Y)^{j^{-1}} g(Y)^j + \left( \sum_{i \geq 1} \theta^{p'^i} f_i \right)' \]
where
\[ f_i = \frac{g^{p'^i j} - g^{p'^{i-1} j \Delta_Y}}{p^{i+j}} - \frac{g^{p'^{i-1} j \Delta_Y} l_Y(g)}{p^i}. \]

d) Deduce that
\[ \text{Tr res}_X \Phi_{X, \beta(X)} V(X) \equiv \text{Tr res}_Y \Phi_{g(Y), \beta(g(Y))} V(Y) \pmod{p^n}. \]
3. Explicit Class Field Theory for Kummer Extensions

In this section we will show, without employing local class field theory of Ch. IV, that the norm subgroups of abelian extensions of exponent $p^n$ of a local number field $F$, which contains a primitive $p^n$th root $\zeta$ of unity, are in one-to-one correspondence with subgroups in $F^*$ of exponent $p^n$. This relation is described by means of the pairing $\langle \cdot, \cdot \rangle_\pi$.

(3.1) We shall use the following

PROPOSITION (Chevalley). Let $M$ be an arbitrary field, and let

$$M_1/M, M_2/M$$

be cyclic extensions of degree $m$. Assume that $M_1 \cap M_2 = M$ and $M_3/M$ is a cyclic subextension of degree $m$ in $M_1M_2/M$ such that $M_1 \cap M_3 = M$. Then an element $\alpha \in M^*$ belongs to the subgroups $N_{M_1/M}M_1^*$ and $N_{M_2/M}M_2^*$ if and only if it belongs to $N_{M_1M_2/M}M_3^*$.

Proof. Let $M_3 \neq M_1, M_3 \neq M_2$. Then the Galois group $\text{Gal}(M_1M_2/M)$ is isomorphic to $\text{Gal}(M_1/M) \times \text{Gal}(M_2/M)$. Let $\sigma_1$ and $\sigma_2$ be elements of the group $\text{Gal}(M_1M_2/M)$ such that $\sigma_1|_{M_2}, \sigma_2|_{M_1}$ are trivial automorphisms, $\sigma_1|_{M_1}$ is a generator of $\text{Gal}(M_1/M)$, $\sigma_2|_{M_2}$ is a generator of $\text{Gal}(M_2/M)$, and $M_3$ is the fixed field of $\sigma_1\sigma_2$.

Let $\alpha \in N_{M_1/M}M_1^* \cap N_{M_2/M}M_2^*$. Write

$$\alpha = \prod_{i=0}^{m-1} \sigma_1^i(\beta) = \prod_{i=0}^{m-1} \sigma_2^i(\gamma),$$

with $\beta \in M_1, \gamma \in M_2$. Then we deduce that $\prod_{i=0}^{m-1} (\sigma_1\sigma_2)^i(\beta\gamma^{-1}) = 1$, i.e., $N_{M_1M_2/M}\beta \gamma^{-1} = 1$. By Proposition (4.1) Ch. III, we get $\beta\gamma^{-1} = \lambda^{-1}(\sigma_1\sigma_2)(\lambda)$ for some $\lambda \in M_1M_2$. Now we put $\kappa = \beta\lambda\sigma_1(\lambda^{-1})$. Then

$$\sigma_2^{-1}\sigma_1^{-1}(\kappa) = \sigma_2^{-1}(\gamma\lambda^{-1}\sigma_2(\lambda)) = \sigma_2^{-1}(\beta\sigma_2(\lambda)(\sigma_1\sigma_2)(\lambda^{-1})) = \kappa,$$

i.e., $\kappa \in M_3$. We also obtain that

$$N_{M_3/M}(\kappa) = \prod_{i=0}^{m-1} \sigma_1^i(\kappa) = \prod_{i=0}^{m-1} \sigma_1^i(\beta) = N_{M_1/M}\beta \square$$
We verify the following assertion for local number fields without employing class field theory.

**Proposition.** Let $F$ be a complete discrete valuation field with finite residue field. Let $L/F$ be a cyclic extension of degree $n$. Then the quotient group $F^*/N_{L/F}L^*$ is a cyclic group of order $n$.

**Proof.** If $n$ is prime, then the required assertion follows from (1.4) Ch. IV.

Let $\sigma$ be a generator of Gal($L/F$), and let $M/F$ be a subextension in $L/F$. Denote the set $\{\alpha^{-1}\sigma(\alpha) : \alpha \in M^*\}$ by $M^*_{\sigma^{-1}}$. We claim that

$$M^*_{\sigma^{-1}} \subset N_{L/M}(L^*_{\sigma^{-1}}), \quad M^* \subset F^*N_{L/M}L^*.$$  

Indeed, if $L/M$ is of prime degree, then, by (1.4) Ch. IV, $M^*/N_{L/M}L^*$ is a cyclic group of the same order. It is generated by $\alpha N_{L/M}L^*$ for some $\alpha \in M^*$. Then (1.4) Ch. IV implies that $\alpha^{-1}\sigma(\alpha) \in N_{L/M}L^*$; therefore $\alpha^{-1}\sigma(\alpha) = N_{L/M}\beta$ for some $\beta \in L^*$. We get $N_{L/F}\beta = 1$, and Proposition (4.1) Ch. III shows that $\beta = \gamma^{-1}\sigma(\gamma)$ for some $\gamma \in L^*$. Thus, $M^*_{\sigma^{-1}} \subset N_{L/M}(L^*_{\sigma^{-1}})$. In general, we proceed by induction on the degree $[L:M]$. Let $M_1/M$ be a proper subextension in $L/M$. Then, by the induction assumption, $M^*_{\sigma^{-1}} \subset N_{M_1/M}(M_1^*_{\sigma^{-1}})$ and $M^*_{\sigma^{-1}} \subset N_{L/M_1}(L^*_{\sigma^{-1}})$, hence $M^*_{\sigma^{-1}} \subset N_{L/M}(L^*_{\sigma^{-1}})$. Now for $\alpha \in M^*$ there exists $\beta \in N_{L/M}L^*$ with $\alpha^{-1}\sigma(\alpha) = \beta^{-1}\sigma(\beta)$. Then $\sigma(\alpha\beta^{-1}) = \alpha\beta^{-1}$ and $M^* \subset F^*N_{L/M}L^*$.

Assume that there exists a proper divisor $m$ of $n$, such that $F^{*m} \subset N_{L/F}L^*$. Let $M/F$ be a subextension in $L/F$ of degree $m$. Then $N_{M/F}F^* \subset N_{L/F}L^*$ and by Proposition (4.1) Ch. III we deduce $F^* \subset (N_{L/M}L^*)M^*_{\sigma^{-1}} \subset N_{L/M}L^*$. Then $M^* \subset F^*N_{L/M}L^* \subset N_{L/M}L^*$, which is impossible because $M^* \neq N_{L/M}L^*$ ($M^*/N_{L/M}L^*$ is of order $> l$, where $l$ is a prime divisor of $nm^{-1}$). Thus, $F^{*m} \not\subset N_{L/F}L^*$.

On the other hand,

$$|F^*: N_{L/F}L^*| = |F^*: N_{M/F}M^*||N_{M/F}M^*: N_{M/F}(N_{L/M}L^*)|$$

$$\leq |F^*: N_{M/F}M^*||M^*: N_{L/M}L^*| = n,$$

and we conclude that $F^*/N_{L/F}L^*$ is cyclic of order $n$.

**Corollary.** Let $L/F$ be a cyclic extension of degree $l^n$, where $l$ is prime, $n \geq 1$. Let $M/F$ be a subextension of degree $l^{n-1}$ in $L/F$. Let $\alpha \in F^*$. Then the condition $\alpha^l \in N_{L/F}L^*$ is equivalent to $\alpha \in N_{M/F}M^*$.

**Proof.** If $\alpha = N_{M/F}\beta$, then $\alpha^l = N_{M/F}\beta^l = N_{L/F}\beta$. If $\alpha^l \in N_{L/F}L^*$, then, by the Proposition, $\alpha \in N_{M/F}M^*$.
(3.3). **Proposition.** Let $F$ be a complete discrete valuation field with a finite residue field of characteristic $p$. Let $\alpha, \beta \in F^\ast$. Let a primitive $p^n$th root of unity belong to $F$.

Then the conditions $\alpha \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$ and $\beta \in N_F(\sqrt[n]{\alpha}/F)F(\sqrt[n]{\alpha})^\ast$ are equivalent.

**Proof.** Let $\alpha = \alpha_1^{p^k}$ with $\alpha_1 \notin F^{p^p}$, $\beta = \beta_1^{p^l}$ with $\beta_1 \notin F^{p^p}$. We can assume $l \leq n$. Then $\alpha_1^{p^k} \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$. By Corollary (3.2) $\alpha_1$ belongs to $N_{F}(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$ if $n - l - k \geq 0$ (if $n < l + k$ then it is easy to show that $\beta \in N_F(\sqrt[n]{\alpha}/F)F(\sqrt[n]{\alpha})^\ast$). We also get

$$-\beta_1 \in N_{F}(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast.$$ 

Let $i$ be an integer relatively prime to $p$ such that $\alpha_1^{i} \beta_1 \notin F^{p^p}$. Introduce the field $M = F(\sqrt[n]{\beta}/F) \cap F(\sqrt[n]{\beta}/F_1 \beta_1) = F(\sqrt[n]{\beta}/F)$, $M_1 = F(\sqrt[n]{\beta}/F_1 \beta_1)$, $M_2 = F(\sqrt[n]{\beta}/F_1 \beta_1)$, $M_3 = F(\sqrt[n]{\beta}/F)$. Then $M_3 \supseteq M$. Let $-\alpha_1^{i} \beta_1 = N_{M_1/F} \gamma$, $-\alpha_1^{i} \beta_1 = N_{M_2/F} \delta$. Then

$$N_{M/F}(N_{M_1/M} \gamma N_{M_2/M} \delta^{-1}) = 1$$

and by Proposition (4.1) Ch. III we deduce that $N_{M_1/M} \gamma = N_{M_1/M} \delta^{-1} \xi^{-1} \sigma(\xi)$ for some $\xi \in M$, where $\sigma$ is a generator of $\text{Gal}(M/F)$. The arguments adduced in the proof of the preceding Proposition show that $\xi^{-1} \sigma(\xi) \in N_{M_2/M} M_2^\ast$. Therefore, $N_{M_1/M} \gamma \in N_{M_1/M} M_1^\ast \cap N_{M_2/M} M_2^\ast$. Now Proposition (3.1) implies $N_{M_1/M} \gamma \in N_{M_1/M} M_1^\ast$, $-\alpha_1^{i} \beta_1 = N_{M_1/M} \eta$ for some $\eta \in M_1^\ast$, $N_{M_2/M} \delta^{-1} \xi^{-1} \sigma(\xi) \in N_{M_2/M} M_2^\ast$. Since $-\alpha_1^{i} \beta_1 \in N_{M_2/M} M_2^\ast$, we conclude that $\beta_1 \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$ and, by Corollary (3.2), that $\beta \in N_F(\sqrt[n]{\alpha}/F)F(\sqrt[n]{\alpha})^\ast$. 

**Corollary.** Let $\gamma \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast \cap N_F(\sqrt[n]{\alpha}/F)F(\sqrt[n]{\alpha})^\ast$.

Then $\gamma \in N_F(\sqrt[n]{\alpha \beta}/F)F(\sqrt[n]{\alpha \beta})^\ast$.

**Proof.** Since $\alpha \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$, $\beta \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$, we get $\alpha \beta \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$ and $\gamma \in N_F(\sqrt[n]{\alpha \beta}/F)F(\sqrt[n]{\alpha \beta})^\ast$. 

(3.4). **Theorem.** Let $F$ be a local number field as in section 2, and let $p > 2$.

Then $\langle \alpha, \beta \rangle = 1$ if and only if $\alpha \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$ and if and only if $\beta \in N_F(\sqrt[n]{\alpha}/F)F(\sqrt[n]{\alpha})^\ast$.

**Proof.** In accordance with the previous Proposition, we must show that $\alpha \in N_F(\sqrt[n]{\beta}/F)F(\sqrt[n]{\beta})^\ast$ or $\beta \in N_F(\sqrt[n]{\alpha}/F)F(\sqrt[n]{\alpha})^\ast$. 


Note that for $p > 2$ \( \langle \alpha, \alpha \rangle_\pi = 1 \) for $\alpha \in F^*$ and $\alpha \in N_{F(\sqrt[n]{\alpha})/F}(\sqrt[n]{\alpha})^*$. In this proof principal units in $F_1^n$ without $p \nmid$-primary part, i.e., $E_X(w(X))_{X=\pi}$ for $w(X) = \sum_{1 \leq i < p_1} \alpha_i X^i$, $\alpha_i \in O_0$, will be denoted by $\varepsilon, \rho$. Remark (2.4) shows that \[
abla^1 = \langle \alpha, \varepsilon \rangle_\pi = 1, \quad \langle \omega_\pi, \varepsilon \rangle_\pi = 1,
\]
where $\omega_\pi$ denotes a $\pi \nmid$-primary element $E_X(\alpha s(X))_{X=\pi}$ with $\text{Tr} a \equiv 1 \mod p^n$. Since $F(\sqrt[n]{\omega_\pi})/F$ is unramified, $\varepsilon \in N_{F(\sqrt[n]{\omega_\pi})/F}(\sqrt[n]{\alpha})^*$. We can also write $E_X(w(X)) = \prod_{1 \leq i < p_1} E(\theta, X)^{a_{ij}}$ with $\theta, a_{ij} \in R_p$ (see, e.g., the proof of Proposition (2.2) Ch. VI). Now Lemma (9.1) Ch. I shows that
\[
E_X(w(X))_{X=\pi} = \prod_{1 \leq i < p_1} (1 - \theta^{k}_{ij} \pi^{k_i} - a_{ij} \rho(k)/k).
\]
Note that $1 - \theta^{k}_{ij} \pi^{k_i} = 1 - \theta^{k}_{ij} \pi^{k_i}$ with $\theta, a_{ij} \in R_p$. Hence $1 - \theta^{k}_{ij} \pi^{k_i}$ belongs to $N_{F(\sqrt[n]{\pi})/F}(\sqrt[n]{\pi})$ and we obtain that $\varepsilon \in N_{F(\sqrt[n]{\pi})/F}(\sqrt[n]{\alpha})$. Therefore, $\varepsilon$ belongs to $F(\pi \nmid \beta)/F(\pi \nmid \beta)^*$ for $\beta = \pi^h \eta \omega^l_\pi$, $\eta \in R$. Now we will use the following

**Lemma.** Let $\alpha = \pi^a \theta \varepsilon \omega^k_\pi$, $\beta = \pi^h \eta \omega^l_\pi$, with $\theta, \eta \in R^*$. Then \[
\langle \alpha, \beta \rangle_\pi = 1 \iff a l - b k \equiv 0 \mod p^n \iff \alpha \in N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*.
\]

**Proof.** We get
\[
\langle \alpha, \beta \rangle_\pi = \zeta^{a l - b k}.
\]
Furthermore, $\varepsilon \in N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*$. Let $a = p^m a_1$, $k = p^m k_1$, $b = p^m b_1$, $l = p^m l_1$ and g.c.d.$(a_1, k_1, b_1, l_1, p) = 1$. If $a l - b k \equiv 0 \mod p^n$, then $a_1 l_1 - b_1 k_1 \equiv 0 \mod p^n - 2m$ when $n - 2m \geq 1$. Suppose that $b_1$ is relatively prime to $p$. Then \[
(\pi^{a_1} \omega^{k_1}_\pi)^{b_1} F(\pi^{n-2m}) = (\pi^{a_1} \omega^{k_1}_\pi)^{b_1} F(\pi^{n-2m}) = (\pi^{a_1} \omega^{k_1}_\pi)^{b_1} F(\pi^{n-2m}) = (\pi^{a_1} \omega^{k_1}_\pi)^{b_1} F(\pi^{n-2m}) = (\pi^{a_1} \omega^{k_1}_\pi)^{b_1} F(\pi^{n-2m}).
\]
This means that $(\pi^{a_1} \omega^{k_1}_\pi)^{b_1}$ belongs to $N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*$, and by the preceding considerations we conclude that $\alpha \in N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*$. Other cases are treated similarly. If $n \geq 2m$, then obviously $\alpha \in N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*$. Conversely, let $\alpha \in N_{F(\sqrt[n]{\beta})/F}(\sqrt[n]{\beta})^*$. Suppose that $b \in a \mathbb{Z}_p$. Then $a c \equiv b \mod p^n$ for some integer $c$. Then \[
\beta \equiv a \omega^l_\pi = (\pi^{a_1 \omega^{k_1}_\pi})^{\omega^{l-kc}_\pi} \mod F^{n p^n}.
\]
Therefore, by Corollary (3.3) and the preceding considerations,
\[ \alpha \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l-kc}})/F}(\sqrt{\omega_{s}^{l-kc}})^{\ast}. \]
Then \( \pi^{a} \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l-kc}})/F}(\sqrt{\omega_{s}^{l-kc}})^{\ast} \). Since the quotient group
\[ F^{\ast}/\mathcal{N}_{F(\sqrt{\omega_{s}^{l-kc}})/F}(\sqrt{\omega_{s}^{l-kc}})^{\ast}, \]
which corresponds to an unramified extension, is cyclic and generated by \( \pi \), we deduce that \( a(l - kc) \equiv 0 \mod p^{n} \). This means \( a l - kb \equiv 0 \mod p^{n} \). Assume that \( a \in bZ_{p} \). Then \( bc \equiv a \mod p^{n} \) for some integer \( c \). Then \( \alpha \equiv (\pi^{b}\omega^{e})^{\ast} \omega_{s}^{k-c \varepsilon} \mod F^{\ast}p^{n} \). By Corollary (3.3) and the preceding considerations, we deduce that \( \omega_{s}^{k-lc} \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast} \) and \( b(k - lc) \equiv 0 \mod p^{n} \), i.e., \( b - l \equiv 0 \mod p^{n} \).

To complete the proof of the Theorem, let \( \alpha = \pi^{a} \omega_{s}^{\varepsilon} \) with \( \theta \in \mathcal{R} \). Assume first that \( k \in aZ_{p} \). Then \( k \equiv a \mod p^{n} \) for some integer \( c \). Then, by the Lemma,
\[ \langle \alpha, \omega_{s}^{\varepsilon} \rangle = \zeta^{ac} = \langle \alpha, \pi \rangle^{-1}. \]
For a prime element \( \tau = \pi \omega_{s}^{\varepsilon} \) we get \( \langle \alpha, \tau \rangle = \langle \alpha, \pi \rangle = 1 \). Therefore, the element \( \alpha \) can be written as \( \alpha = \pi^{a} \omega_{s}^{\varepsilon} \) without \( p^{n} \)-primary part. However, this case has been considered above.

Assume \( a \in kZ_{p} \). Let \( \beta = \pi^{b} \eta \omega_{s}^{\varepsilon} \) with \( \eta \in \mathcal{R} \). Let \( c \) be an integer such that \( kb - a \equiv c k \mod p^{n} \). Then, by the Lemma and Corollary (3.3),
\[ \langle \alpha, \pi^{b-c} \omega_{s}^{d} \rangle = 1, \quad \pi^{b-c} \omega_{s}^{d} \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast}. \]
Also \( \langle \alpha, \beta \rangle = \langle \alpha, \pi^{b-c} \omega_{s}^{d} \rangle \langle \alpha, \pi^{c} \rho \rangle \). If \( \langle \alpha, \beta \rangle = 1 \), then \( \langle \alpha, \pi^{c} \rho \rangle = 1 \). By the Lemma and Corollary (3.3) we obtain that
\[ \pi^{b-c} \omega_{s}^{d} \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast}, \quad \pi^{c} \rho \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast}. \]
Then \( \beta \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast}. \)

Conversely, if \( \beta \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast} \), then \( \pi^{c} \rho \in \mathcal{N}_{F(\sqrt{\omega_{s}^{l}})/F}(\sqrt{\omega_{s}^{l}})^{\ast} \). Now from the Lemma we get \( ck \equiv 0 \mod p \) and \( \langle \alpha, \pi^{b-c} \omega_{s}^{d} \rangle = 1 \). We conclude that \( \langle \alpha, \beta \rangle = 1 \).

\[ (3.5) \text{ Proposition (Nondegeneracy of the pairing } \langle \cdot, \cdot \rangle_{\pi}. \text{ Let } \alpha \in F^{\ast} \setminus F^{\ast}p. \text{ Then there exists an element } \beta \in F^{\ast} \text{ such that } \langle \alpha, \beta \rangle_{\pi} = \zeta. \]

\textbf{Proof.} If \( \alpha = \pi^{a} \theta \omega_{s}^{\varepsilon} \) is as in the proof of Theorem (3.4) and \( \alpha \) is relatively prime to \( p \), then we can put \( \beta = \omega_{s}^{l} \) for a suitable integer \( l \). If \( a \) is divisible by \( p \) and \( k \) is relatively prime to \( p \), then we can put \( \beta = \pi^{b} \) for a suitable integer \( b \). If \( a \) and \( k \) are
divisible by $p$, then let $\varepsilon \equiv 1 + \eta \pi^i \mod \pi^{i+1}$ with $(i, p) = 1$, $1 \leq i < p e_1$, $\eta \in \mathcal{O}_F$. For a unit $\rho = 1 + \eta_1 \pi^{p_1 - 1}$ with $\eta_1 \in \mathcal{O}_F$ we get

$$\langle \varepsilon, \rho \rangle = 1 + \eta \pi^i (1 + \eta_1 \pi^{p_1 - 1}) \pi^{-1},$$

because $\langle \gamma, 1 - \gamma \rangle = 1$ by Theorem (3.4) $(1 - \gamma) \in N_{F(\sqrt[p]{\gamma})/F}(\sqrt[p]{\gamma})$. Since $U_{F, p e_1 + 1} \subset F^*$ from (5.7) Ch. I we deduce that $\langle \varepsilon, \rho \rangle = \zeta$ for a proper $\eta_1$. This completes the proof.

(3.6). THEOREM. Let $F$ be as in section 2, $p > 2$. Let $A$ be a subgroup in $F^*$ such that $F^* \subset A$. Let $B = A^\perp$ denote its orthogonal complement with respect to the pairing $\langle \cdot, \cdot \rangle$. Then $A = N_{L/F} L^*$, where $L = F(\sqrt[p]{B})$ and $B^\perp = A$.

Proof. First, using Proposition (3.5) and the arguments of the last paragraph of the proof of Theorem (3.4) Ch. IV we deduce that $B^\perp = A$. Then from Theorem (3.4) we conclude that $N_{L/F} L^* \subset A$.

In the same way as in the last paragraph of the proof of Proposition (3.2) we deduce that the index of $N_{L/F} L^*$ in $F^*$ isn’t greater than the degree of the extension $L/F$. By Kummer theory the latter is equal to $|B : F^*|$, which is equal to $|F^* : A|$. Thus, $A = N_{L/F} L^*$.

4. Explicit Formulas

In this section following [Vo1] (the case of $p = 2$ [Fe1]) we will verify that the pairing $\langle \cdot, \cdot \rangle$ coincides with the $p^n$ th Hilbert symbol $(\cdot, \cdot)$, thereby obtaining explicit formulas which compute the values of the Hilbert symbol $(\alpha, \beta)$ are computed by expansions of $\alpha, \beta$ in series in a prime element $\pi$.

THEOREM. For $\alpha, \beta \in F^*$ and $p > 2$

$$\langle \alpha, \beta \rangle = \zeta \sum_{n \geq 0} V(X)^n \Phi_{\alpha(X), \beta(X)}$$

where $\alpha(X), \beta(X) \in \mathcal{O}_0((X))^*$ are such that $\alpha(\pi) = \alpha, \beta(\pi) = \beta$;

$$\Phi_{\alpha(X), \beta(X)} = \frac{\alpha(X)^{1/p}}{\alpha(X)} l(\beta(X)) - l(\alpha(X)) \frac{1}{p} \frac{(\beta(X)^{1/p})}{\beta(X)} V(X) = 1/2 + 1/s(X), \ s(X) = z(X)^{p^n} - 1 \text{ and } z(X) \in 1 + X \mathcal{O}_0[[X]]$$

is such that $z(\pi) = \zeta$ is a $p^n$ th primitive root of unity in $F$. 


For \( \alpha, \beta \in F^* \) and \( p = 2 \)

\[
(\alpha, \beta)_p^n = \zeta \text{Tr res} (\Phi(0, \alpha(X), \beta(X)) + \Phi(2, \alpha(X), \beta(X))) r(X) V(X)
\]

where \( \alpha(X), \beta(X) \in Q \) with \( \alpha(\pi) = \alpha, \beta(\pi) = \beta \),

\[
Q = \{ X^n a \psi(X) : \psi(X) \in 1 + X O[[X]], a \in O^*, a^{\varphi} \equiv a^2 \mod 4, m \in \mathbb{Z} \};
\]

\[
\Phi(1, \alpha(X), \beta(X)) = \left( \frac{\Delta}{2} \left( \frac{\alpha^2 - \alpha^e \beta^2 - \beta^e}{2 \alpha^e} \right) \right) ^{\prime};
\]

\[
\Phi(2, \alpha(X), \beta(X)) = X^{-1} v_X(\alpha(X)) v_X(\beta(X)) l_X(1 + s_{n-1}(X)),
\]

where \( v_X \) is the discrete valuation associated to \( X, s_{n-1}(X) = z(X)^{\varphi^{n-1}} - 1 \);

\[
r(X) = 1 + 2^{n-1} \Delta_X r_0(X) \quad \text{where} \quad r_0(X) \in X O_{0}[X] \text{ satisfies}
\]

\[
\Delta^2 r_0 + (1 + (2^{n-1} - 1)s_{n-1}) \Delta r_0 + s_{n-1} \equiv h \mod (2, \deg 2e),
\]

\( e \) is the absolute ramification index of \( F \) (see (3.4) Ch. VI).

**Proof.** Let \( O_0 \) be the ring of integers in \( F_0 = F \cap Q_{p}^{ur} \). Let \( \varepsilon \) be a principal unit in \( F \). We have its factorization with respect to the Shafarevich basis (see section 5 Ch. VI)

\[
\varepsilon = E_X(w(X))|X=\pi a, w(X) = \sum_{1 \leq i < p, \pi^i \neq 1} \alpha_i X^i, \quad \alpha_i \in O_0.
\]

As we have seen in (1.1)

\[
(\pi, \varepsilon)_p^n = \zeta^{\text{Tr } a}.
\]

On the other hand, Property 2 in (2.3) shows that

\[
(\pi, \varepsilon)_\pi = \zeta^{\text{Tr } a}
\]

for \( p > 2 \). The same equality can be verified for \( p = 2 \) (see Exercise 1).

Now let \( \rho \) be a principal unit in \( F \). Then \( \tau = \pi \rho \) is prime, and the invariance of \( (\cdot, \cdot)_\pi \) shows that

\[
(\rho, \varepsilon)_\pi = (\pi \rho, \varepsilon)_\pi (\pi, \varepsilon)_\pi^{-1} = (\tau, \varepsilon)_\pi (\pi, \varepsilon)_\pi^{-1}.
\]

Then

\[
(\rho, \varepsilon)_\pi = (\tau, \varepsilon)_p^n (\pi, \varepsilon)_\pi^{-1} = (\rho, \varepsilon)_p^n.
\]

Finally, for \( \alpha = \pi^i \theta \varepsilon, \beta = \pi^j \eta \rho \) with \( \theta, \eta \in R^*, \varepsilon, \rho \in U_{1,F} \) we get

\[
(\alpha, \beta)_\pi = (\pi, \theta^e (\pi^{e-1}) \pi (\pi^{e-1}) \rho \varepsilon (\pi^{e-1})) (\pi, \rho)_\pi
\]

\[
= (\pi, (\pi^{e-1}) \rho \varepsilon (\pi^{e-1})) (\pi, \rho)_\pi = (\pi, (\pi^{e-1}) \rho \varepsilon (\pi^{e-1})) (\pi, \rho)_\pi = (\alpha, \beta)_p^n,
\]

because \( \pi^i \theta^e (\pi^{e-1}) \rho \varepsilon (\pi^{e-1}) \). This completes the proof. \( \Box \)
Remarks.
1. If one does not intend to have an independent pairing $\langle \cdot, \cdot \rangle$, then as in Exercise 2 below one can reduce calculations to the case of $(\pi, \beta)_{pn}$ and then find an explicit formula in the way similar to (1.1). This is the method of H. Brückner [Bru1–2], see also [Henn1–2]. This method does not seem to have a generalization to formal groups.

2. Compare the formulas of this section with the formulas of (5.5), (5.6) Ch. IV for the local functional fields.

Exercises.
1. Let $p = 2$. Using Exercise 2 of section 2 and elements $1 - \theta_j \pi^i$ and $\omega(a)$ as in the proof of Proposition (2.4) show that for $\varepsilon = \prod (1 - \theta_j \pi^i)^{a_{ij}} \omega(a)$

$$\langle \pi, \varepsilon \rangle = (\pi, \varepsilon)_{pn} = \zeta \Tr a.$$ 

2. a) (H. Brückner [Bru1–2]) Prove the equality $\langle \cdot, \cdot \rangle_{\pi} = (\cdot, \cdot)_{pn}$ using (1.1), the Steinberg property for $\langle \cdot, \cdot \rangle_{\pi}$ (Proposition (2.1) and Exercise 2 of section 2) and the equalities of Exercise 1f), g) section 1 that hold also for the pairing $\langle \cdot, \cdot \rangle_{\pi}$.

b) Prove the equality $\langle \cdot, \cdot \rangle_{\pi} = (\cdot, \cdot)_{pn}$ using (1.1), the Steinberg property for $\langle \cdot, \cdot \rangle_{\pi}$ and the theory of (4.3) Ch. IX instead of Exercise 1f), g) section 1.

3. Let $p > 2$. Show that $(\pi, a)_{pn} = \zeta_{pn} \log (\mathcal{N}_{F_0/Q_p} a^{p-1})/(2p)$ for $a \in \mathcal{O}_0^\times$.

4. a) Show that $(\alpha, E_F(a s(X))|_{X=\pi})_{pn} = \zeta^{v(\alpha)} \Tr a, \quad a \in \mathcal{O}_0, \quad v$ is the discrete valuation in $F$.

b) Show that for every $i, \ 1 \leq i < pe_1, \ (i, p) = 1, \ \theta \in \mathbb{R}^\times$, there exists $\eta \in \mathbb{R}^\times$ such that

$$(1 + \theta \pi^i, 1 + \eta \pi^{pe_1-i})_{pn} = \zeta.$$ 

(Hint. First prove this for $n = 1$.)

c) If $i + j > pe_1, \ v(\alpha - 1) = i, \ v(\beta - 1) = j$, then

$$(\alpha, \beta)_{pn} = 1.$$

5. (⋄) (H. Koch [Ko1]). Let $F$ be a local number field, $L/F$ a tamely ramified finite Galois extension, $G = \text{Gal}(L/F)$, and let a primitive $p^n$ th root of unity $\zeta$ belong to $L, \ p > 2$. Let $(\cdot, \cdot)$ be the $p^n$ th Hilbert symbol in $L$.

a) Using Exercise 6, show that there exist elements $\alpha_1, \alpha_2, \ldots, \alpha_{r+2} \in L^\times, \ k = |L : Q_p|$, such that $\alpha_i \in U_{1,L}$ for $1 \leq i \leq r$, and, for $i \leq j, \ (\alpha_i, \alpha_j)$ is a primitive $p^n$ th root of unity if $j = i + 1, \ i$ is odd, and $(\alpha_i, \alpha_j) = 1$ otherwise.

b) Show that $U_{1,L}/U_{1,L}^{p^n}$ as a $\mathbb{Z}/p^n \mathbb{Z}[G]$-module is the sum of two submodules $A_1, A_2$, each of rank $m/2, \ m = |F : Q_p|$, such that $(A_1, A_1) = (A_2, A_2) = 1$. 

5. Applications and Generalizations

In this section we deduce formulas for the Hilbert symbol in some special cases in (5.1) and (5.2). Then in (5.3)–(5.4) we comment on various aspects of the explicit formulas and their generalizations. In (5.5) we describe a higher dimensional formula in higher dimensional local fields.

(5.1). First we prove formulas of E. Kummer and G. Eisenstein that had played a central role before the works of E. Artin and H. Hasse. By use of the formulas of section 4 we will rewrite these formulas in a form that is somewhat different and appears more natural in the context of Ch. VII.

Let \( \zeta \) be a primitive \( p \)th root of unity, \( p > 2 \). Then \( \pi = \zeta - 1 \) is prime in \( \mathbb{Q}_p(\zeta) \).

Let \( \varepsilon \in 1 + X \mathbb{Z}_p[[X]] \), \( \eta \in 1 + X \mathbb{Z}_p[[X]] \), and \( \varepsilon = \varepsilon(\pi) \), \( \eta = \eta(\pi) \).

**Proposition (Kummer formula).**

\[ (\varepsilon, \eta)_p = \zeta \text{res log } \eta(X)(\log \varepsilon(X))'X^{-p}. \]

**Proof.** We have \( s \equiv X^p \mod p \) (see (1.2)) and

\[ 1/s \equiv X^{-p} \mod p. \]

Next, for \( f \in 1 + X \mathbb{Z}_p[[X]] \)

\[ l(f(X)) = \left( 1 - \frac{\Delta}{p} \right) \log(f(X)) \equiv \log(f(X)) \mod \deg p. \]

Then

\[ \Phi_{\varepsilon(X), \eta(X)} = l(\varepsilon)l(\eta)' - l(\varepsilon)\eta'/\eta + l(\eta)\varepsilon'/\varepsilon \]

\[ = -l(\varepsilon)\left( \frac{\Delta}{p} \log(\eta) \right)' + l(\eta)\varepsilon'/\varepsilon \equiv \log \eta(X)(\log \varepsilon(X))' \mod \deg p \]

and

\[ \text{res } \Phi_{\varepsilon(X), \eta(X)}V(X) \equiv \log \eta(X)(\log \varepsilon(X))'X^{-p} \mod p, \]

as desired. \( \square \)

(5.2). **Proposition (Eisenstein formula).** Let \( p > 2 \). Let \( \beta \in \mathbb{Z}_p[\zeta] \), \( \beta = b \mod \pi^2 \), \( b \in \mathbb{Z} \). Suppose that \( b \) is relatively prime to \( p \) and an integer \( a \) is relatively prime to \( p \). Then

\[ (a, \beta)_p = 1. \]
Proof. It is clear that \((a, \beta)_p = 1\) if and only if \((a^{p-1}, \beta^{p-1})_p = 1\). Note that \(a^{p-1}, \beta^{p-1}\) are principal units in \(\mathbb{Q}_p(\zeta)\). Further, as \(a^{p-1} \equiv 1 \mod p\) and \(p \equiv -\pi^{p-1} \mod \pi^p\), we get
\[
a^{p-1} \equiv 1 - c\pi^{p-1} \mod \pi^p \quad \text{for some } c \in \mathbb{Z}_p.
\]
Hence, if \(a^{p-1} = \varepsilon(\pi)\) with \(\varepsilon(X) \in 1 + X\mathbb{Z}_p[[X]]\), then we can assume that
\[
\log \varepsilon(X) \equiv 1 - cX^{p-1} \mod X^p.
\]
Next, as \(\beta \equiv b \mod \pi^2\), we deduce \(\beta^{p-1} \equiv 1 \mod \pi^2\). Then if \(\beta^{p-1} = \eta(\pi)\) with \(\eta(X) \in 1 + X\mathbb{Z}_p[[X]]\), we obtain
\[
\eta(X) \equiv 1 + dX^2 \mod X^3, \quad d \in \mathbb{Z}_p,
\]
and \(\log \eta(X) \equiv dX^2 \mod X^3\). Thus, by Proposition (5.1),
\[
\Phi_{\varepsilon(X), \eta(X)} \equiv (1 - cX^{p-1})dX^2 \equiv cdX^p \mod (p, \deg p + 1).
\]
This implies \(\text{res} \Phi_{\varepsilon(X), \eta(X)} V(X) \equiv 0 \mod p\), \((a, \beta)_p = 1\).

(5.3) Remarks. 1. Some other formulas for the Hilbert symbol (biquadratic formula, Kummer–Takagi formula, Artin–Hasse–Iwasawa formulas, Sen formulas) can be found in the Exercises. For a review of explicit formulas see [V11].

2. Let \(A\) be a local ring of characteristic 0 whose maximal ideal \(M\) contains \(p\). Assume that \(A\) is \(p\)-adically complete (for example, \(A = \mathbb{Q}_p\) or \(A = \mathbb{Q}_p \{X\}\)). Suppose that there is a ring homomorphism \(\Delta: A \to A\) such that for every \(a \in A\)
\[
a^\Delta - a^p \in pA.
\]
The logarithm map induces an isomorphism
\[
\log: 1 + 2pA \to 2pA, \quad 1 - a \mapsto -\sum_{i \geq 1} a^i / i.
\]
So if \(p > 2\) then for every \(a \in A^*\) the element \(\log(a^p / a^\Delta) \in pA\) is well defined. The map
\[
a \mapsto l(a) = \frac{1}{p} \log(a^p / a^\Delta)
\]
is related to the map
\[
a \mapsto a^\Delta - a^p / p,
\]
see the proof of Lemma 2 of (3.6) Ch. VI. When \(A = \mathbb{Q}_p\) and \(\Delta\) is the Frobenius automorphism the latter map is sometimes interpreted as a \(p\)-adic derivation (of the identity map of \(A\)) and the right hand side as the derivative of the \(p\)-adic number \(a\), see [Bu1–4].
3. Let $A$ be as above and $p > 2$. Let $\hat{\Omega}^1_A$ be the $M$-adic completion of the module of differential forms $\Omega^1_A$. For $a, b \in A^*$ define

$$\Theta_{a,b} = l(b) \frac{da}{a} - l(a) \frac{1}{p} \frac{db}{b}$$

as an element of $\hat{\Omega}^1_A$.

Using Milnor $K_2$-groups of local rings (which are defined similarly to how the $K_2$-group of a field is introduced in Ch. IX) one can interpret the properties of $\Phi_{\alpha(X), \beta(X)}$ proved in (2.1) as the existence of a well defined homomorphism

$$K_2(O_0(\{X\})) \to H^2(\text{Spec } (O_0), S_n(2))$$

so that the diagram

$$\begin{array}{ccc}
K_2(O_0(\{X\})) & \to & \Omega^1_{O_0(\{X\})/p^n/d(O_0(\{X\}))/p^n) \\
\downarrow & & \downarrow \\
K_2(F) & \to & \mu_{p^n} \\
(\cdot, \cdot)_{p^n} & \mapsto & \text{tr res}(\cdot, \cdot)_{V}
\end{array}$$

is commutative where the left vertical homomorphism is induced by the substitution

$$O_0(\{X\}^* \to F, f(X) \to f(\pi)$$

and the right vertical homomorphism is given by $\omega \mapsto \zeta^\text{Tr res}(\omega V)$.

4. K. Kato in [Kat6] gave an interpretation of the pairing $\langle \cdot, \cdot \rangle_{\pi}$ in terms of syntomic cohomologies: the image of $\{\alpha, \beta\} \in K_2(O_F)$ with respect to the symbol map

$$K_2(O_F) \to H^2(\text{Spec } (O_F), S_n(2))$$

coinsides with the class of

$$\left( \frac{d\alpha(X)}{\alpha(X)} \wedge \frac{d\beta(X)}{\beta(X)}, \Theta_{\alpha(X), \beta(X)} \right)$$

where $\alpha(X), \beta(X) \in O_0((X))^*$ are such that $\alpha(\pi) = \alpha, \beta(\pi) = \beta$. Using the product structure of the syntomic complex [Kat8] one can reduce the proof of independence of this map of the choice of $\alpha(X), \beta(X)$ to the independence in the case of the appropriate map

$$K_1(O_F) \to H^1(\text{Spec } (O_F), S_n(1)), \alpha \mapsto \left( \frac{d\alpha(X)}{\alpha(X)}, l(\alpha(X)) \right)$$

which is easier to show.

5. As explained in the work of M. Kurihara [Ku3], if in the case of $A = O_0(\{X\})$ one chooses the action of the map $\Delta: A \to A$ (as in Remark 2 above) on $X$ as
(1 + X)^p - 1 (and not X^p as in this book), then one can derive formulas for the Hilbert symbol of R. Coleman’s type [Col2].

6. Using the theory of fields of norms (see section 5 of Ch. III) for arithmetically profinite extension \( E = F^i \{ \pi_i \} \) over \( F \), where \( \pi_i^p = \pi_i^{-1} \), \( \pi_0 = p \) and a method of J.-M. Fontaine to obtain a crystalline interpretation of Witt equations in positive characteristic VA. Abrashkin derived the explicit formula for odd \( p \) in [Ab5].

(5.4). Now let \( F \) be a complete discrete valuation field of characteristic 0 with perfect residue field of characteristic \( p \) is defined in section 8 Ch. I, by the formula

\[ \mathcal{P} \]

where \( \mathcal{P} \) is the Witt ring of \( \mathcal{W} \), which can be identified with the ring of integers of the absolute inertia subfield \( F_0 \) in \( F \). \( W_n(\mathcal{F}) \) is the group of Witt vectors of length \( n \), \( \psi \) is defined in section 8 Ch. I, by the formula

\[ \langle \alpha(X), \beta(X) \rangle_X = \zeta \otimes \text{res}(\Phi_{\alpha(X), \beta(X)} V(X)) \quad \text{where} \]

\[ \Phi_{\alpha(X), \beta(X)} = \frac{\alpha(X)^i}{\alpha(X)} l(\beta(X)) - l(\alpha(X)) - \frac{1}{\beta(\mathcal{X})^i} \]  

for \( p > 2 \) and \( V(X) \) is defined as in (2.1). If \( \alpha, \beta \in F^* \) and \( p > 2 \) put

\[ \langle \alpha, \beta \rangle_p = \langle \alpha(X), \beta(X) \rangle_X, \]

where \( \pi \) is prime in \( F \), \( \alpha(X), \beta(X) \in W(\mathcal{F})(X)^* \), such that \( \alpha(\pi) = \alpha \), \( \beta(\pi) = \beta \).

Applying Exercise 1 in section 5 Ch. VI and the same arguments as in section 2, one can show that the pairing \( \langle \cdot, \cdot \rangle_p^p \times F^* \rightarrow \mu_{p^n} \otimes W_n(\mathcal{F})/\psi(W_n(\mathcal{F})) \) is well defined, bilinear, symmetric, satisfies the Steinberg property, and invariant with respect to the choice of \( \pi \).

If \( \mathcal{F} \) is quasi-finite, then the choice of \( \varphi \) in (1.3) Ch. V, when we fixed an isomorphism of \( \text{Gal}(\mathcal{F}^{\text{sep}}/\mathcal{F}) \) onto \( \mathbb{Z} \), corresponds, due to Witt theory (see Exercise 6 section 5 Ch. IV), to the choice of a generator of the cyclic group \( W_n(\mathcal{F})/\psi(W_n(\mathcal{F})) \) of order \( p^n \). We get the corresponding isomorphism

\[ \mu_{p^n} \otimes W_n(\mathcal{F})/\psi(W_n(\mathcal{F})) \simeq \mu_{p^n} \]

with respect to which \( \langle \alpha, \beta \rangle_p^p \) coincides with the Hilbert pairing \( \langle \alpha, \beta \rangle_{p^n} \) defined in (1.3) Ch. V.

Using class field theory of a complete discrete valuation field with perfect residue field \( \mathcal{F} \) of characteristic \( p \) with \( \mathcal{F} \not\cong \psi(\mathcal{F}) \) (see section 4 Ch. V), define the Hilbert symbol as

\[ U_{1,F} \times U_{1,F} \rightarrow \text{Hom}_{\mathbb{Z}_p}(\text{Gal}(\mathcal{F}/F), \mu_{p^n}), \quad (\varepsilon, \eta)_{p^n}(\varphi) = \rho_{\mathcal{F}}^{d_\varphi(\varepsilon)(\varphi)^{-1}} \]
where \( \rho^{p^n} = \eta \) and \( \Psi \) is the reciprocity map of (4.8) Ch. V. Note that by Witt theory \( \text{Hom}_{\mathbb{Z}_p}(\text{Gal}(\tilde{F}/F), \mu_{p^n}) \) is canonically isomorphic to \( \mu_{p^n} \otimes W_n(F)/\varphi(W_n(F)) \). One can prove that with respect to this isomorphism

\[
(\varepsilon, \eta)_{p^n} = \langle \varepsilon, \eta \rangle \text{ for every } \varepsilon, \eta \in U_{1,F}.
\]

(5.5). Let \( K \) be an \( n \)-dimensional field of characteristic 0 as defined in (4.6) Ch. I. Associated to \( K \) we have fields \( K = K_n, K_{n-1}, \ldots, K_1, K_0 \) where \( K_{i-1} \) is the residue field of complete discrete valuation field \( K_i \) for \( i > 0 \).

Assume that \( K_{n-1} \) is of characteristic \( p \) and \( K_0 \) is a finite field.

Assume that \( p \) is odd and \( \zeta_p \) belongs to \( K \).

Let \( t_1, \ldots, t_n \) be a lifting of prime elements of \( K_1, \ldots, K_{n-1}, K \) to \( K \). Denote by \( R \) the multiplicative representatives of \( K_0 \) in \( K \).

For an element

\[
\alpha = t_{i_n} \cdots t_{i_1} \theta (1 + \sum a_J X_{i_n} \cdots X_{i_1}^j), \quad \theta \in R^*, a_J \in W(K_0),
\]

\((j_1, \ldots, j_n) > (0, \ldots, 0)\) denote by \( \alpha \) the series

\[
X_{i_n}^j \cdots X_{i_1}^j \theta (1 + \sum a_J X_{i_n}^j \cdots X_{i_1}^j)
\]

in \( W(K_0)[\{X_1\}, \ldots, \{X_n\}] \). Clearly, \( \alpha \) is not uniquely determined even if the choice of a system of local parameters is fixed.

Define the following explicit pairing [V5]

\[
\langle \cdot, \cdot \rangle: (K^*)^{n+1} \rightarrow \mu_{p^n}
\]

by the formula

\[
\langle \alpha_1, \ldots, \alpha_{n+1} \rangle = \text{Tr} \text{res} \Phi_{\alpha_1, \ldots, \alpha_{n+1}} / \bar{s},
\]

\[
\Phi_{\alpha_1, \ldots, \alpha_{n+1}} = \sum_{i=1}^{n+1} \frac{(-1)^{n-i+1}}{p^{n-i+1}} l(\alpha_i) \frac{d\alpha_1}{\alpha_1} \wedge \cdots \wedge \frac{d\alpha_{i-1}}{\alpha_{i-1}} \wedge \frac{d\alpha_{i+1}}{\alpha_{i+1}} \wedge \cdots \wedge \frac{d\alpha_{n+1}}{\alpha_{n+1}}
\]

where \( \bar{s} = \zeta_p^{p^n} - 1 \), \( \text{Tr} = \text{Tr}_{W(K_0)/\mathbb{Z}_p} \), \( \text{res} = \text{res}_{X_1, \ldots, X_n,} \)

\[
l(\alpha) = \frac{1}{p} \log (\alpha^p / \alpha^\Delta), \quad (\sum a_J X_{i_n}^j \cdots X_{i_1}^j)^\Delta = \sum F(a_J) X_{i_n}^{p^j} \cdots X_{i_1}^{p^j}
\]

where \( F \) is defined in section 9 Ch. I.

One can prove that the pairing \( \langle \cdot, \cdot \rangle \) is well defined, multilinear and satisfies the Steinberg property.

This pairing plays an important role in the study of (topological) \( K \)-groups of higher local fields, see sections of [FK]. Certainly, the pairing coincides with the Hilbert symbol as soon as the latter is defined by higher class field theory (see (4.13) Ch. IX).
Exercises.

1. Let $F = \mathbb{Q}_p(\zeta_p)$, let $\zeta_p$ be a primitive $p$th root of unity, $p > 2$.
   a) Show that
   \[
   \frac{1}{p} \text{Tr}(\zeta_p \pi^i) \equiv \begin{cases} 
   1 & \text{mod } p \quad \text{if } i = p - 1 \\
   0 & \text{mod } p \quad \text{if } i \neq p - 1, i \geq 1,
   \end{cases}
   \]
   where $\text{Tr} = \text{Tr}_{F/\mathbb{Q}_p}$, $\pi = \zeta_p - 1$.
   b) Let $\alpha \equiv 1 \mod \pi^2$, $\beta \equiv 1 \mod \pi$. If $\gamma = \sum a_i \pi^i$, $a_i \in \mathbb{Z}_p$, then let $D\log \gamma$ denote the element
   \[
   \gamma^{-1} \left( \sum a_i \pi^{i-1} \right),
   \]
   depending on the choice of expansion of $\beta$ in a series in $\pi$. Let $\log \beta$ denote the element $(\beta - 1) - \frac{(\beta - 1)^2}{2} + \frac{(\beta - 1)^3}{3} - \ldots$. Prove the Artin–Hasse formula
   \[
   (\alpha, \beta)_p = \zeta_p \text{Tr}(\zeta_p \log \alpha \cdot D\log \beta)/p
   \]
   c) Using a suitable expansion in a series in $\pi$, show that $D\log \zeta_p$ can be made equal to $-\zeta_p^{-1} \cdot D\log \pi$ to $\pi - 1$. Prove the Artin–Hasse formulas
   \[
   (\zeta_p, \beta)_p = \zeta_p \text{Tr}(\zeta_p \log \beta)/p \quad \text{for } \beta \equiv 1 \mod \pi,
   \]
   \[
   (\beta, \pi)_p = \zeta_p \text{Tr}(\zeta_p \pi^{-1} \log \beta)/p \quad \text{for } \beta \equiv 1 \mod \pi.
   \]
2. Let $F$ be as in Exercise 1.
   a) Let $\tau$ be a prime element in $F$ such that $\pi \equiv a \tau \mod \tau^2$ for some $a \in \mathbb{Z}_p$. Show that for $\varepsilon, \eta \in U_{1,F}$
   \[
   (\varepsilon, \eta)_p = \zeta_p \text{res}_\tau a^{-1} \log \eta(X)(\log \varepsilon(X))'X^{-p},
   \]
   where $\varepsilon(X), \eta(X) \in 1 + X \mathbb{Z}_p[[X]]$, $\varepsilon(\tau) = \varepsilon$, $\eta(\tau) = \eta$.
   b) Put
   \[
   E[X] = 1 + X + \frac{X^2}{2!} + \cdots + \frac{X^{p-1}}{(p-1)!}.
   \]
   Show that $\zeta_p = E[\tau]$ for some prime element $\tau$ in $F$ such that $\tau \equiv \pi = \zeta_p - 1 \mod \tau^2$.
   c) Let $\varepsilon, \eta \in U_{1,F}$ and $f(X), g(X) \in \mathbb{Z}[X]$ such that $f(\zeta_p) = \varepsilon$, $g(\zeta_p) = \eta$, $f(1) = g(1) = 1$. Show that $\varepsilon = f(E(X))|_{X=\tau}$, $\eta = g(E(X))|_{X=\tau}$.
   d) Put
   \[
   l_i(h(X)) = \frac{d^i L(h(X))}{dX^i} \bigg|_{X=0},
   \]
   where $L(1 - X) = - \left( X + \frac{X^2}{2} + \cdots + \frac{X^{p-1}}{p-1} \right)$. Prove the Kummer–Takagi formula
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\[(e, \eta)p = \zeta_p^3, \; \text{where} \; \gamma = \sum_{i=1}^{p-1} (-1)^i t_i(g \circ E)l_{p-i}(f \circ E).\]

3. (Biquadratic formula)

Let \(F = \mathbb{Q}_2(i)\), \(i^2 = -1\). Show that if \(\alpha, \beta \equiv 1 \pmod{(i-1)^3}\), then

\[(\alpha, \beta)_4 = (-1)^{(i-1)^3 (i-1)^3}.\]

4. (Let \(F = \mathbb{Q}_p(\zeta_{p^n})\), where \(\zeta_{p^n}\) is a \(p^n\)th primitive root of unity, \(p > 2\). Let \(\pi_n = \zeta_{p^n} - 1\); then \(\pi_n\) is prime in \(F\), see (1.3) Ch. IV. Put \(Tr = Tr_{F/\mathbb{Q}_p}\).

a) Prove the Artin–Hasse–Iwasawa formula

\[(\zeta_{p^n}, \beta)_{p^n} = \zeta_{p^n} Tr(\log \beta)/p^n \quad \text{for} \; \beta \equiv 1 \pmod{\pi_n}\]

and

\[(\beta, \pi_n)_{p^n} = \zeta_{p^n} Tr(\pi_{n-1} \log \beta)/p^n \quad \text{for} \; \beta \equiv 1 \pmod{\pi_n}.\]

b) Prove the Artin–Hasse–Iwasawa formula

\[(\alpha, \beta)_{p^n} = \zeta_{p^n} Tr(\log \alpha D\log \beta)/p^n\]

for \(\alpha \equiv 1 \pmod{\pi_n^2}, \beta \equiv 1 \pmod{\pi_n}.\)

5. (Let a primitive \(p^n\)th root of unity \(\zeta_{p^n}\) belong to \(F\) and \(n \geq 2\) if \(p = 2\). Let \(\pi\) be a prime element in \(F\). Put \(Tr = Tr_{F/\mathbb{Q}_p}\). Prove the Sen formulas

\[Tr\left(\frac{\zeta_{p^n}}{f(\pi)\pi}\right) \log \alpha)/p^n \quad \text{for} \; \alpha \equiv 1 \pmod{(\pi(\zeta_p - 1)^2)}\]

and

\[Tr\left(\frac{\zeta_{p^n} g'(\pi)}{f(\pi)\pi}\right) \log \alpha)/p^n \quad \text{for} \; \alpha \equiv 1 \pmod{((\zeta_p - 1)^2), \beta \in U_p},\]

where \(f(X), g(X)\) are arbitrary polynomials over the ring of integers \(\mathbb{O}_0\) of \(F_0 = F \cap \mathbb{Q}_p\) such that \(f(\pi) = \zeta_{p^n}, \; g(\pi) = \beta\) (see also [Sen 3]). This formula was deduced by Sh. Sen using in particular J. Tate’s theory [T2], see (6.5) Ch. IV.

6. (Let \(F = \mathbb{Q}_p(\zeta_p)\), where \(\zeta_p\) is a \(p\)th primitive root of unity, \(p > 2\).

a) Let \(w\) be a root of \(X^{p^2} + pX\) in \(F\) such that \(w = \pi = \zeta_p - 1 \pmod{\pi^2}\). Let \(\pi = f(w)\) for some \(f(X) \in X\mathbb{Z}_p[[X]]\). Show that

\[\lambda(X) = \log (1 + f(X)) \equiv X \pmod{X^p}, \]

\[(e^{\alpha \lambda(X)} - 1)^{-1} (e^{\alpha \lambda(X)} - 1)^\gamma \equiv (e^{\alpha X} - 1)^{-1} (e^{\alpha X} - 1)^\gamma \pmod{X^{p-1}}.\]

b) Put \(\eta_i = 1 + f(w^i)\) for \(1 \leq i \leq p\). Let \(\sigma\) be a generator of \(G = \text{Gal}(F/\mathbb{Q}_p)\). Show that \((\eta_i)\) form a \(\mathbb{Z}/p\mathbb{Z}[G]\)-basis of \(U_{1,F}/U_{1,F}^p\) and \(\sigma(\eta_i) = \eta_i^\sigma\), where the element
a belongs to the set of multiplicative representatives in \( F \) and is determined by the condition \( \sigma(w) = aw \).

c) Show that 
\[
(\eta_i, \eta_j)_p = \begin{cases} 
1 & \text{if } i + j \neq p, \\
\zeta^j_p & \text{if } i + j = p.
\end{cases}
\]

d) Let 
\[
u = \prod_i \left( \zeta^{a_i}_p - 1 \right)^{n_i},
\]
where \( a_i \) is relatively prime to \( p \), \( \prod_i a_i^{n_i} \equiv 1 \mod p \), \( \sum_i n_i = 0 \). The unit \( u \) is called cyclotomic. Using Bernoulli’s numbers \( B_k \), determined from the equality 
\[
(e^{aX} - 1)^{-1} (e^{aX} - 1) = a + \sum_{k \geq 0} \frac{1}{k!} B_k a^k X^{k-1},
\]
show that 
\[
\left( \log u(X) \right)' \equiv \frac{1}{2} \sum_i n_i a_i + \sum_{k \geq 2} \frac{B_k}{k!} \left( \sum_i n_i a_i^k \right) X^{k-1} \mod X^{p-1},
\]
where \( u(X) \in \mathbb{Z}_p[[X]] \) such that \( u = u(w) \).

e) Show that if \( u_1, u_2 \) are cyclotomic units, then \( (u_1, u_2)_p = 1 \).

f) Introduce the cyclotomic units 
\[
u_k = \prod_{a=1}^{p-1} \left( \frac{\zeta^{a(1-g)}/2 \zeta^{ag}_p - 1}{\zeta^{a}_p - 1} \right)^{a^{p-1-k}}, \quad 2 \leq k \leq p - 3,
\]
where the integer \( g \) is such that \( g^i \not\equiv 1 \mod p \) for \( 1 \leq i < p - 1 \). Using d), show that 
\[
\left( \log u_k(X) \right)' \equiv -\frac{B_k}{k!} g^k X^{k-1} \mod (p, X^{p-1}),
\]
where \( u_k(X) \in \mathbb{Z}_p[[X]] \), \( u_k(w) = u_k \).

g) Show that if \( u_k \in F^{*p} \), then \( B_k \) is divisible by \( p \). (Hint: Consider \( (u_k, 1+w^{p-k})_p \) for \( u \in U_F \).)
CHAPTER 8

Explicit Formulas for Hilbert Pairings on Formal Groups

The method of the previous chapter possesses a valuable property: it can be relatively easily applied to derive explicit formulas for various generalizations of the Hilbert symbol. This chapter explains how to establish explicit formulas for the generalized Hilbert pairing associated to a formal group of Lubin–Tate type or more generally of Honda type. Section 1 briefly recalls the theory of Lubin–Tate groups and their applications to local class field theory. In section 2 we discuss for Lubin–Tate formal groups a generalization of the exponential and logarithm maps $E_X$ and $l_X$ of Ch. VI and the arithmetic of the points of formal module. Then we describe explicit formulas for the Hilbert pairing. In section 3 we discuss the arithmetic and explicit formulas in the case of Honda formal groups.

The presentation in this chapter is more concise than in the rest of the book.

1. Formal Groups

(1.1). Let $A$ be a commutative ring with unity. A formal power series $F(X, Y)$ over $A$ is said to determine the commutative formal group $F$ over $A$ if

$$F(0, 0) = F(0, X) = X,$$

$$F(F(X, Y), Z) = F(X, F(Y, Z)) \quad \text{(associativity)},$$

$$F(X, Y) = F(Y, X) \quad \text{(commutativity)}.$$

Natural examples of such formal groups are the additive formal group

$$F_{+}(X, Y) = X + Y$$

and the multiplicative formal group

$$F_{\times}(X, Y) = X + Y + XY = (1 + X)(1 + Y) - 1.$$

Other examples will be exposed below and in Exercises. The definition implies that $F(X, Y) = X + Y + \sum_{i+j\geq 2} a_{ij}X^iY^j$, $a_{ij} \in A$.

A formal power series $f(X) \in X A[[X]]$ is called a homomorphism from a formal group $F$ to a formal group $G$ if

$$f(F(X, Y)) = G(f(X), f(Y)).$$

267
$f$ is called an isomorphism if there exists a series $g = f^{-1}$ inverse to it with respect to composition, i.e. such that $(f \circ g)(X) = (g \circ f)(X) = X$. The set $\text{End}_A(F)$ of all homomorphisms of $F$ to $F$ has a structure of a ring:

$$f(X) \cdot g(X) = F(f(X), g(X)),$$

$$f(X) \oplus g(X) = f(g(X)).$$

**Lemma.** There exists a uniquely determined homomorphism $Z \to \text{End}_A(F): n \to [n]_F$.

**Proof.** Put $[0]_F(X) = 0$, $[1]_F(X) = X$, $[n + 1]_F(X) = F([n]_F(X), X)$ for $n \geq 0$. Now we will verify that there exists a formal power series $[-1]_F(X) \in A[[X]]$ such that $F(X, [-1]_F(X)) = 0$. Put $\varphi_1(X) = -X$ and assume that $F(X, \varphi_1(X)) \equiv 0 \mod \deg i + 1$ for $1 \leq i \leq m$.

Let $F(X, \varphi_m(X)) \equiv c_{m+1}X^{m+1} \mod \deg m + 2$, $c_{m+1} \in A$. Then for

$$\varphi_{m+1}(X) = \varphi_m(X) - c_{m+1}X^{m+1}$$

we obtain

$$F(X, \varphi_{m+1}(X)) = X + \varphi_m(X) - c_{m+1}X^{m+1} + \sum_{i+j \geq 2} a_{ij}\varphi_m(X)^j$$

$$\equiv F(X, \varphi_m(X)) - c_{m+1}X^{m+1} \equiv 0 \mod \deg m + 2.$$

The limit of $\varphi_m(X)$ in $A[[X]]$ is the desired series $[-1]_F(X)$. Finally, we put $[n]_F(X) = F([n + 1]_F(X), [-1]_F(X))$ for $n \leq -2$. This completes the proof. \qed

From now on let $A = K$ be a field of characteristic 0.

**Proposition.** Any formal group $F$ over $K$ is isomorphic to the additive group $F_+$, i.e. there exists a formal power series $\lambda(X) \in XK[[X]]$, $\lambda(X) \equiv X \mod \deg 2$ such that

$$F(X, Y) = \lambda^{-1}(\lambda(X) + \lambda(Y)).$$

**Proof.** Denote the partial derivative $\frac{\partial F}{\partial Y}(X, Y)$ by $F'_2(X, Y)$. First we show that

$$F'_2(F(X, Y), 0) = F'_2(X, Y)F'_2(Y, 0).$$

To do this, we write

$$F'_2(X, F(Y, Z))F'_2(Y, Z) = \frac{\partial}{\partial Z} F(X, F(Y, Z)) = \frac{\partial}{\partial Z} F(F(X, Y), Z),$$

and put $Z = 0$. Now let $\lambda(X) = X + \sum_{i \geq 2} c_i X^i$ be such that

$$\lambda'(X) = 1 + \sum_{n \geq 2} nc_nX^{n-1} = \frac{1}{F'_2(X, 0)} = \frac{1}{1 + \sum_{i \geq 1} a_i X^i}. $$
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Then

\[
\frac{\partial}{\partial Y} \lambda(F(X, Y)) = \frac{F_2'(X, Y)}{F_2(X, Y, 0)} = \frac{1}{F_2'(Y, 0)} = \frac{\partial}{\partial Y} \lambda(Y).
\]

Therefore,

\[
\frac{\partial}{\partial Y} (\lambda(F(X, Y)) - \lambda(Y)) = 0.
\]

and \(\lambda(F(X, Y)) = \lambda(Y) + g(X)\) for some formal power series \(g(X) \in K[[X]]\). Setting \(Y = 0\), we get \(\lambda(X) = \lambda(F(X, 0)) = g(X)\). Thus, we conclude that

\[
F(X, Y) = \lambda^{-1}(\lambda(X) + \lambda(Y)).
\]

The series \(\lambda(X)\) is called the \textit{logarithm} of the formal group \(F\). We will denote it by \(\log_F(X)\).

The theory of formal groups is presented in [Fr], [Haz3].

(1.2). From now on we assume that \(K\) is a local number field. For such a field the Lubin–Tate formal groups play an important role. Let \(\mathcal{F}_\pi\) denote the set of formal power series \(f(X) \in \mathcal{O}_K[[X]]\) such that

\[
f(X) \equiv \pi X \mod \deg 2, \quad f(X) \equiv X^q \mod \pi,
\]

where \(\pi\) is a prime element in \(K\) and \(q\) is the cardinality of the residue field \(K\). The following assertion makes it possible to deduce a number of properties of the Lubin–Tate formal groups.

\textbf{Lemma.} Let \(f(X), g(X) \in \mathcal{F}_\pi\) and \(\alpha_i \in \mathcal{O}_K\) for \(1 \leq i \leq m\). Then there exists a formal power series \(h(X_1, \ldots, X_m) \in K[[X_1, \ldots, X_m]]\) uniquely determined by the conditions:

1. \(h(X_1, \ldots, X_m) \equiv \alpha_1 X_1 + \cdots + \alpha_m X_m \mod \deg 2\),
2. \(f(h(X_1, \ldots, X_m)) = h(g(X_1), \ldots, g(X_m))\).

\textbf{Proof.} It is immediately carried out putting \(h_i = \alpha_1 X_1 + \cdots + \alpha_m X_m\) and constructing polynomials \(h_i \in K[X_1, \ldots, X_m]\) such that

\[
h_i \equiv h_{i-1} \mod \deg i, \quad f(h_i(X_1, \ldots, X_m)) \equiv h_i(g(X_1), \ldots, g(X_m)) \mod \deg i + 1.
\]

Then \(h = \lim h_i\) is the desired series.

\textbf{Proposition.} Let \(f(X) \in \mathcal{F}_\pi\). Then there exists a unique formal group \(F = F_f\) over \(\mathcal{O}_K\) such that

\[
F_f(f(X), f(Y)) = f(F_f(X, Y)).
\]

For each \(\alpha \in \mathcal{O}_K\) there exists a unique \([\alpha]_F \in \text{End}_{\mathcal{O}_K}(F)\) such that

\[
[\alpha]_F(X) \equiv \alpha X \mod \deg 2.
\]
The map $\mathcal{O}_K \to \text{End}_{\mathcal{O}_K}(F) : \alpha \to [\alpha]_F$ is a ring homomorphism, and $f = [\pi]_F$.

If $g(X) \in \mathcal{F}_\pi$ and $G = F_g$ is the corresponding formal group, then $F_f$ and $F_g$ are isomorphic over $\mathcal{O}_K$, i.e., there is a series $\rho(X) \in K[[X]]$. $\rho(X) \equiv X \mod \text{deg} 2$, such that

$$\rho(F_f(X, Y)) = F_g(\rho(X), \rho(Y)).$$

**Proof.** All assertions follow from the preceding Lemma. For instance, there exists a unique $F_f(X, Y) \in K[[X, Y]]$ such that

$$F_f(X, Y) \equiv X + Y \mod \text{deg} 2, \quad F_f(f(X), f(Y)) = f(F_f(X, Y)).$$

Then $F_f(X, 0) = F_f(0, X) = X$. Both series $F_f(X, F_f(Y, Z))$ and $F_f(F_f(X, Y), Z)$ satisfy the conditions for $h$:

$$h(X, Y, Z) \equiv X + Y + Z \mod \text{deg} 2, \quad h(f(X), f(Y), f(Z)) = f(h(X, Y, Z)).$$

Therefore, by the Lemma $F_f(X, F_f(Y, Z)) = F_f(F_f(X, Y), Z)$. In the same way we get $F_f(X, Y) = F_f(Y, X)$. This means that $F_f$ is a formal group. $\square$

The formal group $F_f$ is called a Lubin–Tate formal group. Note that the multiplicative formal group $F_\times$ is a Lubin–Tate group for $\pi = p$.

(1.3). Let $F = F_f$, $f \in \mathcal{F}_\pi$, be a Lubin–Tate formal group over $\mathcal{O}_K$, $K$ a local number field. Let $L$ be the completion of an algebraic extension over $K$. On the set $M_L$ of elements on which the valuation takes positive values one can define the structure of $\mathcal{O}_K$-module $F(M_L)$:

$$\alpha + _F \beta = F(\alpha, \beta), \quad a \cdot \alpha = [a]_F(\alpha), \quad a \in \mathcal{O}_K, \alpha, \beta \in M_L.$$ 

Let $\kappa_n$ denote the group of $\pi^n$-division points:

$$\kappa_n = \{ \alpha \in M_{K^\text{sep}} : [\pi^n]_F(\alpha) = 0 \}.$$ 

It can be shown (see Exercise 5) that $\kappa_n$ is a free $\mathcal{O}_K/\pi^n\mathcal{O}_K$-module of rank 1, $\mathcal{O}_K/\pi^n\mathcal{O}_K$ is isomorphic to $\text{End}_{\mathcal{O}_K}(\kappa_n)$, and $U_K/U_{n, K}$ is isomorphic to $\text{Aut}_{\mathcal{O}_K}(\kappa_n)$. Define the field of $\pi^n$-division points by

$$L_n = K(\kappa_n).$$

Then one can prove (see Exercise 6) that $L_n/K$ is a totally ramified abelian extension of degree $q^{n-1}(q - 1)$ and $\text{Gal}(L_n/K)$ is isomorphic to $U_K/U_{n, K}$. Put $K_\pi = \bigcup_{n \geq 1} L_n$ and let $\Psi_K$ be the reciprocity map (see section 4 Ch. IV).

The significance of the Lubin–Tate groups for class field theory is expressed by the following

**Theorem.** The field $L_n$ is the class field of $\langle \pi \rangle \times U_{n, K}$ and the field $K_\pi$ is the class field of $\langle \pi \rangle$. 
The group \( \text{Gal}(K^\text{ab}/K) \) is isomorphic to the product \( \text{Gal}(K^\text{ur}/K) \times \text{Gal}(K_\pi/K) \) and
\[
\Psi_K(\pi^a u)(\xi) = [u^{-1}]_F(\xi) \quad \text{for} \quad \xi \in \bigcup_{n \geq 1} \kappa_n, \quad a \in \mathbb{Z}, \ u \in U_K.
\]

See Exercise 7.

Exercises.

1. a) Let \( A = \mathbb{F}_p[Z]/(Z^2) \). Show that
\[
F(X, Y) = X + Y + ZXY^p
\]
determines a noncommutative formal group over \( A \).

b) Let \( A \) be a commutative ring with unity and let 2 be invertible in \( A \). Show that
\[
F_\alpha(X, Y) = \frac{X \sqrt{(1 - Y^2)(1 - \alpha^2 Y^2)} + Y \sqrt{(1 - X^2)(1 - \alpha^2 X^2)}}{1 + \alpha^2 X^2 Y^2}
\]
with \( \alpha \in A \), determines a formal group over \( A \) (this is the addition formula for the Jacobi functions for elliptic curves).

c) Let \( F(X, Y) \in \mathbb{Z}[X, Y] \). Show that \( F \) determines a formal group over \( \mathbb{Z} \) if and only if \( F(X, Y) = X + Y + \alpha XY \) for some \( \alpha \in \mathbb{Z} \).

2. a) Show that \( \log_F(X) = \sum_{n \geq 1} d_m n X^n \) and \( \exp_F(X) = \sum_{n \geq 1} \frac{b_m}{m!} X^n \) for some \( a_n \in O_K \), \( b_n \in O_K \).

b) Let \( F \) be a Lubin–Tate formal group over \( O_K \). Show that \( \log_F \) induces an isomorphism of \( O_K \)-modules \( F(M^m_K) \) onto \( O_K \)-module \( F_\alpha(M^m_K) \), where \( m \) is an integer, \( m > v_K(p)/(p-1) \).

c) Let \( F \) be as in b). Let \( M \) be the maximal ideal of the completion of the separable closure of \( K \). Show that the kernel of the homomorphism \( F(M) \to K^{\text{sep}} \) induced by \( \log_F \) coincides with \( \kappa = \bigcup \kappa_n \).

3. Show that the homomorphism \( O_K \to \text{End}_{O_K}(F_f) \) of Proposition (1.2) is an isomorphism.

4. a) Let \( F \) be a formal group over \( O_K \) and \( \pi \) a prime element in \( K \). Assume that \( \log_F(X) = \pi^{-1} \log_F(X^\pi) \in O_K[[X]] \). Put
\[
f(X) = \exp_F(\pi \log_F(X)), \quad f_i(X) = f(X)^i - X^{\pi i}, \quad \text{for} \quad i \geq 1.
\]
Show that if \( \log_F(X) = \sum_{i \geq 1} c_i X^i, \ c_i = 1 \), then
\[
\sum_{i \geq 1} c_i f_i(X) \equiv 0 \mod \pi.
\]
Deduce that \( f_1(X) \equiv 0 \mod \pi \). Since \( f(X) \equiv \pi X \mod \text{deg} 2 \), this means that \( f \in \mathcal{F}_\pi \) and \( F \) is a Lubin–Tate formal group.

b) Show that the series
\[
\log_{F_{ah}}(X) = X + \frac{X^q}{\pi} + \frac{X^{q^2}}{\pi^2} + \ldots
\]
determines the Lubin–Tate formal group
\[
F_{ah}(X, Y) = \log_{F_{ah}}^{-1}(\log_{F_{ah}}(X) + \log_{F_{ah}}(Y))
\]
over $O_K$.

c) Using Proposition (1.2), show that if $F = F_f$ is a Lubin–Tate formal group over $O_K$ and $f \in \mathcal{F}_\pi$, then the series $E_\pi(X) = \exp_F(\log_{F_u}(X))$ belongs to $O_K[[X]]$ and determines an isomorphism of $F_0$ onto $F$. The series $E_\pi(X)$ is a generalization of the Artin–Hasse function considered in (9.1) Ch. I.

d) Show using Lemma (7.2) Ch. I that if $F$ is as in c), then $\log_F(X) - \pi^{-1}\log_F(X^q) \in O_K[[X]]$. Thus, a formal group $F$ over $O_K$ is a Lubin–Tate formal group over $O_K$ if and only if $\log_F(X) - \pi^{-1}\log_F(X^q) \in O_K[[X]]$.

5. a) Let $f, g \in \mathcal{F}_\pi$. Show that $\kappa_n$ associated to $f$ is isomorphic to $\kappa_n$ associated to $g$. Taking $g = \pi X + X^q$ show that $|\kappa_n| = q^n$.

b) Let $\kappa \in \kappa_n \setminus \kappa_{n-1}$. Using the map $O_K \to \kappa_n$, $a \mapsto [a]_F(\kappa)$ show that $\kappa_n$ is isomorphic to $O_K/\pi^n O_K$.

c) Using the map $O_K \to \text{End}_{O_K}(\kappa_n)$, $a \mapsto (\kappa \mapsto [a]_F(\kappa))$ show that $O_K/\pi^n O_K$ is isomorphic to $\text{End}_{O_K}(\kappa_n)$ and $U_K/\pi u, K$ is isomorphic to $\text{Aut}_{O_K}(\kappa_n)$.

6. Let $\kappa \in \kappa_n \setminus \kappa_{n-1}$. Define the field of $\pi^n$-division points $L_n = K(\kappa)$. Using Exercise 5 show that $L_n/K$ is a totally ramified abelian extension of degree $q^{n-1}(q - 1)$.

7. a) Define a linear operator $\varphi$ acting on power series with coefficients in the completion of the ring of integers $\mathfrak{O}$ of the maximal unramified extension of $K$ as $\varphi(\sum a_i X^i) = \sum a_i^{\pi} X^i$. Let $u \in U_K$ and $u = v^{\varphi-1}$ for some $v \in \mathfrak{O}$ according to Proposition (1.8) in Ch. IV. Let $f \in \mathcal{F}_\pi$ and $g \in \mathcal{F}_\pi$. Using the method of (1.2) show that there is a unique $h(X) \in \mathfrak{O}[[X]]$ such that $h(X) \equiv vX \mod \text{deg} 2$ and $f \circ h = h^{\varphi} \circ g$.

b) Let $u \in U_K$ and let $\sigma \in \text{Gal}(L_n/K)$ be such that $\sigma(\xi) = [u^{-1}]_F(\xi)$. Denote by $\Sigma$ the fixed field of $\sigma = \varphi L_n, \sigma \in \text{Gal}(L_n/K)$. Show that $\Sigma$ is the field of $\pi^n$-division points of $\mathcal{F}_g$.

c) Let $h$ be as in a). Show that $h(\xi)$ is a prime element of $\Sigma$. Deduce using sections 2 and 3 Ch. IV that

$$\Upsilon_{L_n/K}(\sigma) \equiv \Upsilon_{\Sigma/K}(\sigma (h(\xi)) = \pi u \equiv u \mod N_{L_n/K} L_n^\ast.$$ 

Thus, $\Psi_{L_n/K}(\pi^a u)(\xi) = [u^{-1}]_F(\xi)$.

d) Deduce that $N_{L_n/K} L_n^\ast \equiv \langle \pi \rangle \times U_n, K$.

e) Show that $K^{ab} = K^{ur} K_\pi$ where $K_\pi = \bigcup_{n \geq 1} L_n$.

2. Generalized Hilbert Pairing for Lubin–Tate Groups

In this section $K$ is a local number field with residue field $\mathbb{F}_q$. $\pi$ is a prime element in $K$, $F = F_f$ is a Lubin–Tate formal group over $O_K$ for $f \in \mathcal{F}_\pi$. Let $L/K$ be a finite extension such that the $O_K$-module $\kappa_n$ of $\pi^n$-division points is contained in $L$. Let $O_F$ be the ring of integers of $T = L \cap K^{ur}$ and let $O_0$ be the ring of integers of $L \cap Q_p^{ur}$. Put $e = e(L/K)$, $e_0 = e(K/Q_p)$. 
(2.1) Define the \textit{generalized Hilbert pairing}
\[(\cdot, \cdot)_F = (\cdot, \cdot)_{F,n}: L^* \times F(\mathcal{M}_L) \to \kappa_n\]
by the formula
\[(\alpha, \beta)_F = \Psi_F(\alpha)(\gamma) + F \cdot [-1]F(\gamma),\]
where \(\gamma \in F(\mathcal{M}_{K^{sep}})\) is such that \([\pi^n]F(\gamma) = \beta\). If \(F = F_X\), \(\pi = p\), then \((\alpha, \beta)_F, n\) coincides with the Hilbert symbol \((\alpha, 1 + \beta)_p^n\).

\textbf{Proposition.} \textit{The generalized Hilbert pairing has the following properties:}
\begin{enumerate}
\item \((\alpha_1, \alpha_2, \beta)_F = (\alpha_1, \beta)_F, n + F(\alpha_2, \beta)_F\), \((\alpha, \beta_1 + F, \beta_2)_F = (\alpha, \beta_1)_F + F(\alpha_2, \beta_2)_F\);
\item \((\alpha, \beta)_F = 0\) if and only if \(\alpha \in N_{L/F}(\gamma)\), where \([\pi^n]F(\gamma) = \beta\);
\item \((\alpha, \beta)_F = 0\) for all \(\alpha \in L^*\) if and only if \(\beta \in [\pi^n]F(\mathcal{M}_L)\);
\item \((\alpha, \beta)_F\) in the field \(E\) coincides with \((N_{E/F}(\alpha), \beta)_F\) in the field \(L\) for \(\alpha \in E^*, \beta \in F(\mathcal{M}_L)\), where \(E\) is a finite extension of \(L\);
\item \((\sigma\alpha, \sigma\beta)_F\) in the field \(\sigma L\) coincides with \(\sigma(\alpha, \beta)_F\), where \((\alpha, \beta)_F\) is considered to be taken in the field \(L\), \(\sigma \in \text{Gal}(K^{sep}/K)\).
\end{enumerate}

\textit{Proof.} It is carried out similarly to the proof of Proposition (5.1) Ch. IV. \(\square\)

Now we shall briefly discuss a generalization of the relevant assertions of Chapters VI, VII to the case of formal groups.

(2.2) For \(\alpha_i\) in the completion of the maximal unramified extension \(K^{ur}\) of \(K\) put
\[\Delta \left( \sum \alpha_i X^i \right) = \sum \varphi_K(\alpha_i) X^{qi},\]
where \(\varphi_K\) is the continuous extension of the Frobenius automorphism of \(K\), and \(q\) is the cardinality of \(\overline{K}\). Let \(\widehat{O}\) be the ring of integers in the completion of \(K^{ur}\). Let \(F(X\widehat{O}[[X]])\) denote the \(\widehat{O}_K\)-module of formal power series in \(X\widehat{O}[[X]]\) with respect to operations
\[f +_F g = F(f, g), \quad a \cdot f = [a]_F(f), \quad a \in \widehat{O}_K.\]
Analogous of the maps \(E_X, l_X\) of section 2 Ch. VI are the following \(E_F = E_{F,X}, l_F = l_{F,X}:\)
\[E_F(f(X)) = \exp_F \left( \left( 1 + \frac{\Delta}{\pi} + \frac{\Delta^2}{\pi^2} + \ldots \right) f(X) \right), \quad f(X) \in X\widehat{O}[[X]]\]
\[l_F(g(X)) = \left( 1 - \frac{\Delta}{\pi} \right) \log_F(g(X)), \quad g(X) \in X\widehat{O}[[X]].\]
Then \(E_F\) is a \(\widehat{O}_K\)-isomorphism of \(X\widehat{O}[[X]]\) onto \(F(X\widehat{O}[[X]])\) and \(l_F\) is the inverse one. This assertion can be proved in the same way as Proposition (2.2) Ch. VI, using
the equality
\[ E_F(\theta X^m) = \exp_F(\theta X^m + \frac{(\theta X^m)^q}{\pi} + \ldots) = \exp_F(\log_{F_{ah}}(\theta X^m)), \]
where \( \theta \) is an \( l \)th root of unity, \((l, p) = 1\), and \( \log_{F_{ah}} \) is the logarithm of the Lubin–Tate formal group \( F_{ah} \), defined in Exercise 4 section 1.

(2.3). Let \( \Pi \) be a prime element in \( L \). Let \( \xi \) be a generator of the \( \mathcal{O}_K \)-module \( \kappa_n \). To \( \xi \) we relate a series \( z(X) = c_1X + c_2X^2 + \ldots, \ c_i \in \mathcal{O}_T \), such that \( z(\Pi) = \xi \). Put \( s_m(X) = [\pi^m]_F(z(X)), \ s(X) = s_n(X) \).

An element \( \alpha \in \mathcal{M}_L \) is called \( \pi^n \)-primary if the extension \( L(\gamma)/L \) is unramified where \( [\pi^n](\gamma) = \alpha \). As in sections 3 and 4 of Ch. VI one can prove that
\[ \omega(a) = E_F(a s(X))|_{X=\Pi}, \quad a \in \mathcal{O}_T, \]
is a \( \pi^n \)-primary element and, moreover,
\[ (\pi, \omega(a))_F = [\mathrm{Tr} a](\xi), \]
where \( \mathrm{Tr} = \mathrm{Tr}_{F/K} \) (see [V3]). The \( \mathcal{O}_K \)-module \( \Omega \) of \( \pi^n \)-primary elements is generated by an element \( \omega(a_0) \) with \( \mathrm{Tr} a_0 \notin \pi \mathcal{O}_K, \ a_0 \in \mathcal{O}_T \).

An analog of the Shafarevich basis considered in section 5 Ch. VI can be stated as follows: every element \( \alpha \in F(\mathcal{M}_L) \) can be expressed as
\[ \alpha = \sum_i (F)E_F(a_iX^i)|_{X=\Pi} + F \omega(a), \quad a_i, a \in \mathcal{O}_T, \]
where \( 1 \leq i < qe/(q - 1) \), \( i \) is not divisible by \( q \). The element \( \alpha \) belongs to \([\pi^n]_F F(\mathcal{M}_L) \) if and only if \( \mathrm{Tr} a \in \pi^n \mathcal{O}_K, \ a_i \in \pi^n \mathcal{O}_T \). There are also other forms of generalizations of the Shafarevich basis; see [V2–3].

(2.4). To describe formulas for the generalized Hilbert pairing, we introduce the following notions. For \( a_i \in \mathcal{O}_0 \) put
\[ \delta \left( \sum a_iX^i \right) = \sum \varphi(a_i)X^{pi}, \]
where \( \varphi = \varphi_{\mathbb{Q}_p} \) is the Frobenius automorphism of \( \mathbb{Q}_p \).

For the series \( \alpha(X) = \theta X^m \varepsilon(X) \), where \( \theta \) is a \( l \)th root of unity, \( l \) is relatively prime to \( p \), \( \varepsilon(X) \in 1 + X\mathcal{O}_0[[X]] \), put, similar to Ch. VII,
\[ l(\alpha(X)) = l(\varepsilon(X)) = \left( 1 - \frac{\delta}{p} \right) (\log(\varepsilon(X))) = \frac{1}{p} \log \left( \frac{\alpha(X)^p}{\alpha(X)^\delta} \right), \]
\[ L(\alpha(X)) = (1 + \delta + \delta^2 + \ldots)l(\alpha(X)), \]
and
\[ l_m(\alpha(X)) = l_m(\varepsilon(X)) = \left( 1 - \frac{\triangle}{q} \right) (\log(\varepsilon(X))) = \frac{1}{q} \log \left( \frac{\alpha(X)^q}{\alpha(X)^\delta} \right). \]
Let $\alpha \in L^*$, $\beta \in F(M_L)$. Let $\alpha = \alpha(X)|_{X = \Pi}$, $\beta = \beta(X)|_{X = \Pi}$, where $\alpha(X)$ is as just above, $\beta(X) \in X\mathcal{O}_T[[X]]$. Put

$$\Phi_{\alpha(X), \beta(X)} = \frac{\alpha(X)'}{\alpha(X)} l_F(\beta(X)) - l_m(\alpha(X))\left(\frac{\Delta}{\pi} \log_F(\beta(X))\right)'.$$

and

$$\Phi_{\alpha(X), \beta(X)}^{(1)} = \frac{2}{\pi} \left(\frac{\Delta}{q} \left(\frac{m l_F(\beta(X)) + L(\alpha(X))X \varepsilon(X)}{(X \varepsilon(X))'}(\log_F(\beta(X)))'\right)\right)'$$,

$$\Phi_{\alpha(X), \beta(X)}^{(2)} = \left(l(\alpha(X))(\Delta + \Delta^2 + \Delta^3 + \ldots)l_F(\beta(X))\right)'$$,

$$\Phi_{\alpha(X), \beta(X)}^{(3)} = \left(\frac{\Delta}{2} \left(\frac{L(\alpha(X))(1 + \Delta + \Delta^2 + \ldots)l_F(\beta(X))}{X \varepsilon(X)'}\right)\right)'$$

(concerning the form of $\Phi_{\alpha(X), \beta(X)}^{(3)}$ see Exercise 2 section 2 Ch. VII keeping in mind the restriction on the series $\alpha(X), \beta(X)$ above).

Similarly to (2.1) Ch. VII we can introduce an appropriate pairing $\langle \cdot, \cdot \rangle_X$ on power series using the series $1/s(X)$ instead of $V(X)$. Similarly to (2.2) Ch. VII we can introduce a pairing $\langle \cdot, \cdot \rangle_{\pi}$ on $L^* \times F(M_L)$ and then prove that it coincides with the generalized Hilbert pairing.

Thus, there are the following explicit formulas for the generalized Hilbert pairing. If $p > 2$ then

$$\alpha, \beta)_F = [\text{Tr res}_X \Phi_{\alpha(X), \beta(X)}/s(X)](\xi_n)$$

If $p = 2$ and $q > 2$, then

$$(\alpha, \beta)_F = [\text{Tr res}_X (\Phi_{\alpha(X), \beta(X)} + \Phi_{\alpha(X), \beta(X)}^{(1)})/s(X)](\xi_n)$$

If $p = 2, q = 2, e_0 > 1$, then

$$\alpha(\beta)_F = [\text{Tr res}_X (\Phi_{\alpha(X), \beta(X)} + \Phi_{\alpha(X), \beta(X)}^{(2)})r(X)/s(X)](\xi_n)$$

If $p = 2, q = 2, e_0 = 1$, then

$$\alpha(\beta)_F = [\text{Tr res}_X (\Phi_{\alpha(X), \beta(X)} + \Phi_{\alpha(X), \beta(X)}^{(3)})r(X)/s(X)](\xi_n)$$

For odd $p$ see [V2–4]. For $p = 2$ see [VF], [Fe1], and for full proofs [Fe2, Ch.II].

Here for $q = 2, e_0 > 1$, we put $r(X) = 1 + \pi^{-1}r_0(X)$ and the polynomial $r_0(X)$ is determined by the congruence

$$\Delta^2 r_0 + (1 + (\pi^{-1} - 1)s) \Delta r_0 + s r_0 = (\Delta^2 s_{n-1} - \Delta s)/\pi^n \text{modev}(\pi, \deg X^{4e})$$

(modev is as in (3.4) Ch. VI).
For \( q = 2 \), \( e_0 = 1 \), we put \( r(X) = 1 + \pi^{n-1} \Delta r_0(X) \), where the polynomial \( r_0(X) \) is determined by the congruence
\[
\Delta^2 r_0 + (1 + (\pi^{n-1} - 1)s_{n-1}) \Delta r_0 + s_{n-1} r_0 \equiv (\Delta s_{n-1} - s)/\pi^n \text{mod} (\pi, \deg X^{2e}).
\]

**Remarks.**

1. These formulas can be applied to deduce the theory of symbols on Lubin–Tate formal groups; see [V3]. For a review of different types of formulas see [V11].

2. If in the case \( p > 2 \) the series \( \alpha(X) \) is chosen in \( \mathcal{O}_0(X) \), then the series \( 1/s(X) \) should be replaced with \( V(X) = 1/s(X) + c/(\pi^2 - \pi) \) where \( c \) is the coefficient of \( X^2 \) in \( [\pi](X) = \pi X + cX^2 + \ldots \). In particular, if \( [\pi](X) = \pi X + X^q \), then \( c = 0 \) and \( V(X) = 1/s(X) \).

3. In connection with Remark 4 in (5.3) Ch. VII we note that no syntomic theory related to formal groups, which could provide an interpretation of explicit formulas discussed in this chapter, is available so far.

### 3. Generalized Hilbert Pairing for Honda Groups

We assume in this section that \( p > 2 \). Let \( K \) be a local field with residue field of cardinality \( q = p^f \) and \( L \) be a finite unramified extension of \( K \). Let \( \pi \) be a prime element of \( K \). In this section we put \( \varphi = \varphi_K \) which differs from the notation in section 2.

**Definition.** A formal group \( F \in \mathcal{O}_L[[X,Y]] \) with logarithm \( \log_F(X) \in L[[X]] \) is called a Honda formal group if
\[
u \circ \log_F \equiv 0 \mod \pi
\]
for some operator \( u = \pi + a_1 \Delta + \cdots \in \mathcal{O}_L[[\Delta]] \). The operator \( u \) is called the type of the formal group \( F \).

Every 1-dimensional formal group over an unramified extension of \( \mathbb{Q}_p \) is a Honda formal group [Hon].

Types \( u \) and \( v \) of a formal group \( F \) are called equivalent if \( u = \varepsilon \circ v \) for some \( \varepsilon \in \mathcal{O}_L[[\Delta]] \), \( \varepsilon(0) = 1 \).

Let \( F \) be of type \( u \). Then \( v = \pi + b_1 \Delta + \cdots \in \mathcal{O}_L[[X]] \) is a type of \( F \) if and only if \( v \) is equivalent to \( u \).
Using the Weierstrass preparation theorem for the ring $O_L[[\Delta]]$, one can prove \cite{Hon} that for every formal Honda group $F$ there is a unique canonical type
\[(*) \quad u = \pi - a_1 \Delta - \cdots - a_h \Delta^h, \quad a_1, \ldots, a_{h-1} \in M_L, a_h \in O_L^*.
\]
This type determines the group $F$ uniquely up to isomorphism. Here $h$ is the height of $F$.

If $F$ and $G$ are Honda formal groups of types $u$ and $v$ respectively, then
\[
\text{Hom}_{O_L}(F, G) = \{a \in O_L : au = va\}, \quad \text{End}_{O_L}(F) = O_K.
\]
Along with $(*)$ we can use the following equivalent type
\[
\tilde{u} = \pi - a_h \Delta - a_{h+1} \Delta^{h+1} - \cdots,
\]
where $\tilde{u} = C^{-1}u$, $C = 1 - \frac{a_1}{\pi} \Delta - \cdots - \frac{a_{h-1}}{\pi} \Delta^{h-1}$, i.e.,
\[
\tilde{u} = (\pi^{-1}(\pi + a_h \Delta^h))^{-1}u = \pi - (\pi^{-1}(\pi + a_h \Delta^h))^{-1}a_h \Delta^h = \pi - a_h \Delta^h - a_{h+1} \Delta^{h+1} - \cdots.
\]

Now we state O.Demchenko classification theorems that connect Honda formal groups with Lubin–Tate groups \cite{De1}.

**Theorem 1.** Let $F$ be a Honda formal group of type
\[
\tilde{u} = \pi - a_h \Delta^h - a_{h+1} \Delta^{h+1} - \cdots, \quad a_i \in O_L,
\]
where $a_h$ is invertible in $O_L$. Let $u = \pi - a_1 \Delta - \cdots - a_{h-1} \Delta^{h-1} - a_h \Delta^h$ be the canonical type of $F$, $a_1, \ldots, a_{h-1} \in M_L$. Let $\lambda = \log_F$ be the logarithm of $F$. Put
\[
\lambda_1 = B_1 \lambda \phi^h, \quad \text{where}
\]
\[
B_1 = 1 + \frac{a_{h+1}}{a_h} \Delta + \frac{a_{h+2}}{a_h} \Delta^2 + \ldots
\]
(i.e., $\tilde{u} = \pi - a_h B_1 \Delta^h$). Then

1. $\lambda_1$ is the logarithm of the Honda formal group $F_1$ of type $\tilde{u}_1 = a_h^{-1} \tilde{u} a_h$ and of canonical type $u_1 = a_h^{-1} u a_h$;
2. $f = \left[\frac{\pi}{a_h}\right]_{F_1/F}$ in $\text{Hom}_{O_L}(F_1, F)$ and $f(X) \equiv X^{q^h} \mod \pi$.

**Examples.**
1. A formal Lubin–Tate group $F$ has type $u = \pi - \Delta$, its height is $h = 1$ and $F_1 = F$.
2. A relative Lubin–Tate group $F$ has type $u = \pi - a_1 \Delta$, where $a_1 = \pi / \pi'$, $h = 1$, and $F_1 = F^{\phi}$.

**Theorem 2 (converse to Theorem 1).** Let $f \in O_L[[X]]$ be a series satisfying relations
\[
f(X) \equiv X^{q^h} \mod \pi, \quad f(X) \equiv \frac{\pi}{a_h} X \mod \deg 2,
\]
where $a_h$ is an invertible element of $\mathcal{O}_L$. Let $u = \pi - a_1 \triangle - \cdots - a_h \triangle^h$, where $a_1, \ldots, a_h \in \mathcal{M}_L$. Let

$$C = 1 - \frac{a_1}{\pi} \triangle - \cdots - \frac{a_{h-1}}{\pi} \triangle^{h-1}$$

and $\tilde{u} = C^{-1} u = \pi - a_h \triangle^h - a_{h+1} \triangle^{h+1} - \cdots$. Then there exists a unique Honda formal group $F$ of type $\tilde{u}$ and of canonical type $u$ such that $f = \left[ \frac{\pi}{a_h} \right]_{F, F_1}$ is a homomorphism from $F$ to the formal group $F_1$ defined and given by Theorem 1.

Remarks.
1. If $\lambda$ and $\lambda_1$ are the logarithms of $F$ and $F_1$ respectively, then

$$f = \left[ \frac{\pi}{a_h} \right]_{F, F_1} = \lambda_1^{-1} \circ \left( \frac{\pi}{a_h} \right) \circ \lambda.$$

2. Theorem 2 can be viewed as a generalization of Proposition (1.2).

These theorems allow one to define on the set of Honda formal groups over the ring $\mathcal{O}_L$ the invertible operator $A: F \to F_1$. Define the sequence of Honda formal groups

$$F \xrightarrow{f} F_1 \xrightarrow{f_1} \cdots \xrightarrow{f_{n-1}} F_n,$$

where $F_m = A^m F$.

Let $\lambda_m = \log F_m$ be the logarithm of $F_m$ and let $u_m$ be the canonical type of $F_m$. Put

$$\pi_1 = \pi/a_h, \pi_m = \pi_1^{h(m-1)} = \pi/a_h^{h(m-1)},$$

and

$$\pi_1^{(m)} = \prod_{i=1}^{m} \pi_i = \pi^m/a_h^{1+h^2+\cdots+h(m-1)}.$$ 

Then $u_m \circ \pi_1^{(m)} = \pi_1^{(m)} u$.

Denote $f^{(m)} = f_{m-1} \circ f_{m-2} \circ \cdots \circ f_1 \circ f$. From Theorem 1 one can deduce that

$$f_{m-1}(X) \equiv \pi_m X \mod \deg 2, \quad f^{(m)}(X) \equiv \pi_1^{(m)} X \mod \deg 2.$$

(3.2). Define the generalized Hilbert pairing for a Honda formal group.

Let $E$ be a finite extension of $L$ which contains all elements of $\pi^n$-division points $\kappa_n = \ker [\pi^n]_E$.

Along with the generalized Hilbert pairing

$$(\cdot, \cdot)_F = (\cdot, \cdot)_{F, n}: E^* \times F(\mathcal{M}_E) \to \kappa_n, \quad \langle \alpha, \beta \rangle_F = \Psi_E(\alpha)(\gamma) - F \gamma,$$

where $\Psi_E$ is the reciprocity map, $\gamma$ is such that $[\pi^n]_F(\gamma) = \beta$, we also need another generalization that uses the homomorphism $f^{(m)}$:

$$(\cdot, \cdot)_F = (\cdot, \cdot)_{F, n}: E^* \times F(\mathcal{M}_E) \to \kappa_n, \quad \{ \alpha, \beta \}_F = \Psi_E(\alpha)(\delta) - F \delta,$$
where $\delta$ is such that $f^{(n)}(\delta) = \beta$. Then

$$(\alpha, \beta)_F = \{\alpha, [\pi_1^{(n)}/\pi^n]_{F:F_n}(\beta)\}_F.$$ 

We get the usual norm property for both $(\cdot, \cdot)_F$ and $\{\cdot, \cdot\}_F$.

(3.3). We introduce a generalization for Honda formal modules of the maps $E_F, l_F$ defined in (2.2).

Let $T$ be the maximal unramified extension of $K$ in $E$.

Denote by $F(X\mathcal{O}_T[[X]])$ the $\mathcal{O}_K$-module whose underlying set is $X\mathcal{O}_T[[X]]$ and operations are given by

$$f + F g = F(f, g); \quad a \cdot f = [a]_F(f), \quad a \in \mathcal{O}_K.$$

The class of isomorphic Honda formal groups $F$ contains the canonical group $F_{ah}$ of type

$$u = \pi - a_1 \Delta - \cdots - a_h \Delta^h, \quad a_1, \ldots, a_{h-1} \in \mathcal{M}_L, \quad a_h \in \mathcal{O}_L^*$$

with Artin–Hasse type logarithm

$$\log_{F_{ah}} = (u^{-1}\pi)(X) = X + \alpha_1 X^q + \alpha_2 X^{q^2} + \ldots, \quad \alpha_i \in L.$$

Define the map $E_F$ and its inverse $l_F$ as follows:

$$E_F(g) = \log_{F}^{-1}(1 + \alpha_1 \Delta + \alpha_2 \Delta^2 + \ldots)(g)$$

$$l_F(g) = \left(1 - \frac{a_1}{\pi} \Delta - \cdots - \frac{a_h}{\pi} \Delta^h\right) (\log_F \circ g),$$

where $g \in X\mathcal{O}_T[[X]]$.

We also need similar maps for the formal group $F_n = A^n_F$ with logarithm $\lambda_n = \log_{F_n}$ defined in the previous section. Let

$$u_n = \pi - b_1 \Delta - \cdots - b_h \Delta^h$$

be the canonical type of $F_n$. Consider the canonical formal group $F_b$ of type $u_n$ whose logarithm is

$$\lambda_b = (u_n^{-1}\pi)(X) = X + \beta_1 X^q + \beta_2 X^{q^2} + \ldots, \quad \beta_i \in L.$$

The groups $F_n$ and $F_b$ are isomorphic because they have the same type $u_n$. Now we define the functions

$$E_{F_n}(g) = \lambda_n^{-1} \circ (u_n^{-1}\pi)(g) = \lambda_n^{-1} \circ (1 + \beta_1 \Delta + \beta_2 \Delta^2 + \ldots)(g)$$

$$l_{F_n}(g) = (u_n \pi^{-1})(\lambda_n \circ \psi) = \left(1 - \frac{b_1}{\pi} \Delta - \cdots - \frac{b_h}{\pi} \Delta^h\right) (\lambda_n \circ g).$$

The functions $E_F$ and $l_F$ yield inverse isomorphisms between $X\mathcal{O}_T[[X]]$ and $F(X\mathcal{O}_T[[X]])$, and the functions $E_{F_n}$ and $l_{F_n}$ yield inverse isomorphisms between $X\mathcal{O}_T[[X]]$ and $F_n(X\mathcal{O}_T[[X]])$, see [De2].
(3.4). We discuss an analog of the Shafarevich basis for a Honda formal module.

Let $\Pi$ be a prime element of $E$.

First we construct primary elements. An element $\omega \in F(M_E)$ is called $\pi^n$-primary if the extension $E(\nu)/E$ is unramified, where $[\pi^n]_{E(\nu)} = \omega$.

The $O_K$-module module $\kappa_n$ has $h$ generators [Hon], [De 2]. Fix a set of generators $\xi_1, \ldots, \xi_h$. Let $z_i(X) \in O_T[[X]]$ be the series corresponding to an expansion of $\xi_i$ into a power series in $\Pi$, i.e. $z_i(\Pi) = \xi_i$. Similarly define $z_i(X)$.

Let $\text{Tr}$ be the trace map for the extension $K_h/K$ where $K_h$ is the unramified extension of $K$ of degree $h$; note that $\hat{b} \in K_h$.

**Proposition.** The element $\omega_i(b) = E_{F_n}(\hat{b} \lambda_n \circ s^{(i)}) |_{X=\Pi}$ is well-defined. It belongs to $F_n(M_E)$, and it is $\pi^n$-primary. Moreover, $\{\Pi, \omega_i(b)\}_F = [\text{Tr} b]_F(\xi_i)$.

See [De2], [DV2].

Further, let

$$g_0(X) = \pi_{n-1} X + X^{q^h}$$
$$g_{\rho,a}(X) = \pi_{n-1} X + \pi_{n-1} a X^{p^\rho} + X^{q^h}, \quad a \in O_T, \quad 1 \leq \rho < fh.$$  

Let $u_{n-1}$ be the type of the formal group $F_{n-1}$ from the sequence $(\ast \ast)$. By Theorem 2 in (3.1) there exist unique Honda formal groups $G_0$ and $G_{\rho,a}$ of type $u_{n-1}$ which correspond to $g_0(X)$ and $g_{\rho,a}(X)$ respectively. Then $A G_0$ and $A G_{\rho,a}$ are of the same type as $F_n$. Denote by $\mathcal{E}^0: AG_0 \to F_n$ and $\mathcal{E}^{\rho,a}: AG_{\rho,a} \to F_n$ the corresponding isomorphisms.

**Theorem.** Let $\mathcal{R}$ be the set of multiplicative representatives in $T$. Elements

$$\{\omega_i(b); b \in O_T, 1 \leq i \leq h\},$$
$$\{\mathcal{E}_n^0(\theta \Pi^i); \theta \in \mathcal{R}, 1 \leq i < q^h e/(q^h - 1), (i, p) = 1\},$$
$$\{\mathcal{E}_n^{\rho,a}(\theta \Pi^i); \theta \in \mathcal{R}, a \in O_T, 1 \leq \rho < fh, 1 \leq i < q^h e/(q^h - 1), (i, p) = 1\}$$

form a set of generators of the $O_K$-module $F_n(M_E)$. Furthermore,

$$\{\Pi, \mathcal{E}_n^0(\theta \Pi^i)\}_F = \{\Pi, \mathcal{E}_n^{\rho,a}(\theta \Pi^i)\}_F = 0, \quad \{\Pi, \omega_i(b)\}_F = [\text{Tr} b]_F(\xi_i).$$

See [De2], [DV2].
Similarly to the case of multiplicative groups discussed Ch. VII and the case of formal Lubin–Tate groups in section 2 one can introduce a pairing on formal power series, check its correctness and various properties and then prove that when $X$ is specialized to $\Pi$ it gives explicit formulas for the generalized Hilbert pairing.

For a monomial $d_iX^i \in T((X))$ put $\nu(d_iX^i) = v_T(d_i) + i/q^h$ where $v_T$ is the discrete valuation of $T$. Denote by $\mathcal{L}$ the $T$-algebra of series

$$\mathcal{L} = \{ \sum_{i \in \mathbb{Z}} d_iX^i : d_i \in T, \inf_i \nu(d_iX^i) > -\infty, \lim_{i \to +\infty} \nu(d_iX^i) = +\infty \}.$$ 

Since the $O_K$-module $\kappa_{n}$ has $h$ generators, we are naturally led to work with $h \times h$ matrices. Denote the ring of integers of the maximal unramified extension of $\mathbb{Q}_p$ in $E$ by $O_0$.

**Theorem.**

For $\alpha \in E^*$ let $\alpha(X)$ be a series in $\{ X^i \theta \varepsilon(X) : \theta \in \mathbb{R}^*, \varepsilon \in 1 + X \mathcal{O}_0[[X]] \}$. For $\beta \in F(M_E)$ let $\beta(X)$ be a series in $XO_T[[X]]$ such that $\beta(\Pi) = \beta$.

The generalized Hilbert symbol $(\cdot, \cdot)_F$ is given by the following explicit formula:

$$(\alpha, \beta)_F = \sum_{j=1}^{h} \left[ \text{Tr} \text{res} \Phi V_j \right]_F(\xi_j),$$

where $\Phi(X)V_j(X)$ belongs to $\mathcal{L}$, $V_j = A_j/det A$, $1 \leq j \leq h$,

$$A = \begin{pmatrix}
\pi^n \circ z_1(X) & \ldots & \pi^n \circ z_h(X) \\
\pi^n \Delta (\circ z_1(X)) & \ldots & \pi^n \Delta (\circ z_h(X)) \\
\pi^n \Delta^{h-1} (\circ z_1(X)) & \ldots & \pi^n \Delta^{h-1} (\circ z_h(X))
\end{pmatrix},$$

$A_j$ is the cofactor of the $(j, 1)$-element of $A$,

$$\Phi = \frac{\alpha(Y)^l F(\beta(X))}{\alpha(X)^l} - \frac{1}{\pi} \sum_{i=1}^{h} a_i \left( 1 - \frac{\Delta^i}{q^i} \right) (\log \varepsilon(X)) \Delta^i (\circ \beta(X)).$$

See [DV2].

**Remarks.** 1. The formula above can be simplified in the case of $n = 1$, see [BeV1].

2. The first explicit formula for the generalized Hilbert pairing for formal Honda group and arbitrary $n$ in the case of odd $p$ under some additional assumptions on the field $E$ was obtained by V.A. Abrashkin [Ab6] using the link between the Hilbert pairing and the Witt pairing via an auxiliary construction of a crystalline symbol as a generalization of his method in [Ab5] (see Remark 6 in (5.3) Ch. VII).
CHAPTER 9

The Milnor $K$-groups of a Local Field

In this chapter we treat J. Milnor’s $K$-ring of a field and its properties. Milnor $K$-groups of a field is a sort of a weak generalization of the multiplicative group. The Steinberg property which lies at the heart of Milnor $K$-groups has already shown itself in the previous chapters in the study of the Hilbert pairing. Section 1 contains basic definitions. The study of $K$-groups of discrete valuation fields is initiated in section 2. We treat the norm (transfer) map on Milnor $K$-groups of fields in section 3 using several results from section 2. Finally, in section 4 we describe the structure of Milnor $K$-groups of local fields with finite residue field by using results of the previous chapters.

1. The Milnor Ring of a Field

In this section we just introduce basic definitions. See Exercises for some simple formulas which hold in $K_2$-groups.

(1.1). Let $F$ be a field, $A$ an additive abelian group. A map

$$f: F^* \times \cdots \times F^* \rightarrow A$$

is called an $n$-symbolic map on $F$ (a Steinberg cocycle) if

1. $f(\ldots, \alpha_i \beta_i, \ldots) = f(\ldots, \alpha_i, \ldots) + f(\ldots, \beta_i, \ldots)$ for $1 \leq i \leq n$ (multiplicativity).

2. $f(\alpha_1, \ldots, \alpha_n) = 0$ if $\alpha_i + \alpha_j = 1$ for some $i \neq j$, $1 \leq i,j \leq n$ (Steinberg property).

Let $I_n$ denote the subgroup in $F^* \otimes_{\mathbb{Z}} \cdots \otimes_{\mathbb{Z}} F^*$ generated by the elements $\alpha_1 \otimes \cdots \otimes \alpha_n$ with $\alpha_i + \alpha_j = 1$ for some $i \neq j$. The $n$th Milnor $K$-group of the field $F$ is the quotient

$$K_n(F) = F^* \otimes_{\mathbb{Z}} \cdots \otimes_{\mathbb{Z}} F^*/I_n.$$

The multiplication in $K_n(F)$ will be written additively although for $K_1(F) = F^*$ the multiplicative writing will also be used. The image of $\alpha_1 \otimes \cdots \otimes \alpha_n \in F^* \otimes \cdots \otimes F^*$
in $K_n(F)$ is called a symbol. The symbols generate $K_n(F)$ and $\{\ldots, \alpha_i, \ldots\} + \{\ldots, \beta_i, \ldots\} = \{\ldots, \alpha_i\beta_i, \ldots\}; \{\alpha_1, \ldots, \alpha_n\} = 0$ if $\alpha_i + \alpha_j = 1$ for $i \neq j$.

It is convenient to put $K_0(F) = \mathbb{Z}$. For natural $n$, $m$ the images of $I_n \otimes F^* \otimes \cdots \otimes F^* \otimes I_m$ in $F^* \otimes \cdots \otimes F^*$ are contained in $I_{n+m}$; thus, we obtain the homomorphism $K_n(F) \times K_m(F) \to K_{n+m}(F)$:

\[
(\{\alpha_1, \ldots, \alpha_n\}, \{\beta_1, \ldots, \beta_m\}) \mapsto \{\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_m\}.
\]

We also have the homomorphisms $K_0(F) \times K_n(F) \to K_n(F), K_n(F) \times K_0(F) \to K_n(F)$ mapping an element $x \in K_n(F)$ to $ax \in K_n(F)$ for $a \in \mathbb{Z} = K_0(F)$.

Thus, we obtain the graded ring

\[
K(F) = K_0(F) \oplus K_1(F) \oplus K_2(F) \oplus \ldots,
\]

which is called the Milnor ring of the field $F$.

**Lemma.**

1. $\{\alpha_1, \ldots, \alpha_n\} = 0$ if $\alpha_i + \alpha_j = 0$ for some $i \neq j$;
2. $\{\ldots, \alpha_i, \ldots\} = -\{\ldots, \alpha_i, \ldots\}; K(F)$ is anticommutative.

**Proof.** Since $\alpha_j = (1 - \alpha_j^{-1})^{-1}(1 - \alpha_j)$ we get

\[
\{\alpha_i, \alpha_j\} = \{\alpha_i^{-1}, 1 - \alpha_i^{-1}\} + \{\alpha_i, 1 - \alpha_i\} = 0.
\]

Now for (2) we obtain that

\[
\{\alpha_i, \alpha_j\} + \{\alpha_j, \alpha_i\} + (\{\alpha_i, -\alpha_i\} + \{\alpha_j, -\alpha_j\}) = \{\alpha_i\alpha_j, -\alpha_i\alpha_j\} = 0.
\]

\[\square\]

The definition of $K_n(F)$ implies that an $n$-symbolic map $f$ on $F$ can be uniquely extended to a homomorphism $\bar{f}: K_n(F) \to A$. Therefore, for an extension $L/F$ of fields the embedding $F^* \to L^*$ induces the homomorphism

\[j_{F/L}: K_n(F) \to K_n(L)\]

(if $n = 0$, then $j_{F/L}$ is the identical map).

**(1.2).** The first information on the Milnor $K$-groups follows from the following

**Proposition.** Let $F^* = F^{*m}$ for $m$ natural, and let either $m = \text{char}(F)$ or the group $\mu_m$ of $m$th roots of unity in $F^{*\text{sep}}$ be contained in $F$. Then $K_n(F)$ is a uniquely $m$-divisible group for $n \geq 2$.

**Proof.** Define the map $f_m: F^* \times \cdots \times F^* \to K_n(F)$ by the formula

\[f_m(\alpha_1, \ldots, \alpha_n) = \{\beta_1, \alpha_2, \ldots, \alpha_n\},\]
where $\beta_1 \in F^*$ is such that $\beta_1^m = \alpha_1$. If $\gamma_1^m = \alpha_1$, then $\beta_1\gamma_1^{-1} = \zeta$ for some $m$ the root of unity $\zeta$ in $F$. Since $\alpha_2 = \beta_2^m$ for some $\beta_2 \in F^*$, we obtain
\[ \{\beta_1, \alpha_2, \ldots, \alpha_n\} = \{\gamma_1, \alpha_2, \ldots, \alpha_n\} + \{\zeta, \beta_2^m, \ldots, \alpha_n\} = \{\gamma_1, \alpha_2, \ldots, \alpha_n\}. \]
Hence, the map $f_m$ is well defined. Next,
\[ f_m(\alpha_1\alpha_1', \alpha_2, \ldots, \alpha_n) = f_m(\alpha_1, \alpha_2, \ldots, \alpha_n) + f_m(\alpha_1', \alpha_2, \ldots, \alpha_n), \]
and $f_m$ is multiplicative with respect to other arguments as well. If $\alpha_i + \alpha_j = 1$ for some $i \neq j$, $1 < i, j$, then $f_m(\alpha_1, \ldots, \alpha_n) = 0$. If char$(F) = m$ and $\alpha_1 + \alpha_2 = 1$, $\alpha_1 = \beta_1^m$ for some $\beta_1 \in F^*$, then $\alpha_2 = (1 - \beta_1)^m$ and we obtain $f_m(\alpha_1, \ldots, \alpha_n) = 0$.
Otherwise $\alpha_2 = \prod_{i=1}^m (1 - \zeta_i^m \beta_1)$, where $\zeta_m$ is a generator of $\mu_m$. Then
\[ \{\beta_1, 1 - \zeta_i^m \beta_1\} = -\{\zeta_i^m, 1 - \zeta_i^m \beta_1\} = -\{\zeta_i^m, \delta^m\} = 0, \]
where $\delta = 1 - \zeta_i^m \beta_1$, $\delta \in F^*$. We conclude, that $f_m$ is an $n$-symbolic map. Its extension on $K_n(F)$ determines the homomorphism $f_m: K_n(F) \rightarrow K_n(F)$. Then $mf_m = \text{id}$, because $mf_m\{\alpha_1, \ldots, \alpha_n\} = \{\alpha_1, \ldots, \alpha_n\}$. Therefore, $K_n(F)$ is uniquely $m$-divisible.

**Corollary.** If $F$ is algebraically closed, then $K_n(F)$ is a uniquely divisible group for $n \geq 2$.

**Proposition.** Let $F$ be a finite field. Then $K_n(F) = 0$ for $n \geq 2$.

**Proof.** It suffices to show that $\{\alpha, \beta\} = 0$ for $\alpha, \beta \in F^*$. Let $\theta$ be a generator of $F^*$; then $\alpha = \theta^i$, $\beta = \theta^j$ and $\{\alpha, \beta\} = ij\{\theta, \theta\}$. By Lemma (1.1) we get
\[ 2\{\theta, \theta\} = 2\{-1, \theta\} = 0. \]
If char$(F) = 2$, then $F^*$ is of order $2^m - 1$ for some natural $m$ and $(2^m - 1)\{\theta, \theta\} = \{1, \theta\} = 0$. Hence, $\{\theta, \theta\} = 0$ and $\{\alpha, \beta\} = 0$. If char$(F) = p > 2$, then there are exactly $(p^m - 1)/2$ squares and $(p^m - 1)/2$ non-squares in $F^*$, where $p^m$ is the order of $F$. The map $\alpha \rightarrow 1 - \alpha$ can not transfer all non-squares into squares, because 1 does not belong to its image. Therefore, for some odd $k, l$ we get $\theta^k = 1 - \theta^l$ and $0 = \{\theta^k, \theta^l\} = kl\{\theta, \theta\}$. Thus, $\{\theta, \theta\} = 0$ and $\{\alpha, \beta\} = 0$.

**Exercises.**

1. Show that condition 2 of (1.1) can be replaced with condition 2’:
\[ f(\alpha_1, \ldots, \alpha_n) = 0 \]
if $\alpha_i + \alpha_{i+1} = 1$ for some $1 \leq i \leq n - 1$.

2. Show that $\{\alpha_1, \ldots, \alpha_n\} = 0$ in $K_n(F)$ if, either $\alpha_1 + \cdots + \alpha_n = 0$ or $\alpha_1 + \cdots + \alpha_n = 1$.

3. Show that $\{\alpha, \beta\} = \{\alpha + \beta, -\alpha^{-1}\beta\}$ in $K_2(F)$.

4. (R.K. Dennis and M.R. Stein [DS])
IX. THE MILNOR $K$-GROUPS OF A LOCAL FIELD

2. The Milnor Ring of a Discrete Valuation Field

In this section we establish a relation between $K$-groups of a discrete valuation field and $K$-groups of its residue field. In the case of a field $F(X)$ we obtain a complete description of its $K$-groups in terms of $K$-groups of finite extensions of $F$.

(2.1). Let $F$ be a discrete valuation field, $v$ its valuation, $\mathcal{O}_v$ the ring of integers, $U_v$ the group of units, and $\overline{F}_v$ its residue field. Let $\pi$ denote the image of an element $\alpha \in \mathcal{O}_v$ in $\overline{F}_v$. Let $\pi$ be a prime element in $F$ with respect to the discrete valuation $v$.

Now we define the border homomorphism

$$\partial_\pi = (\partial_1, \partial_2): K_n(F) \to K_n(\overline{F}_v) \oplus K_{n-1}(\overline{F}_v).$$

Let $\alpha_i = \pi^{a_i} \varepsilon_i$ with $\varepsilon_i \in U_v$, $a_i = v(\alpha_i)$. For $n \geq 1$ introduce the map

$$\partial_1: \underbrace{F^* \times \cdots \times F^*}_{n \text{ times}} \to K_n(\overline{F}_v), \quad (\alpha_1, \ldots, \alpha_n) \mapsto \{\pi \varepsilon_1, \ldots, \pi \varepsilon_n\}.$$
Furthermore, for \( n = 1 \) put \( \partial_2(\alpha_1) = a_1 \). For \( n > 1 \) and indices \( k_1, \ldots, k_m \) with \( 1 \leq k_1 < \cdots < k_m \leq n \), \( m \leq n \), put

\[
\partial_{k_1, \ldots, k_m}(\alpha_1, \ldots, \alpha_n) = a_{k_1} \cdots a_{k_m}xy,
\]

where \( x \) is equal to the symbol \( \{z_1, \ldots, z_n\} \in K_{n-m}(\mathcal{F}_v) \) with omitted elements at the \( k_1 \) th, \( \ldots \), \( k_m \) th places if \( m < n \), and equal to 1 if \( m = n \); \( y \) is equal to \( \{-1, \ldots, -1\} \in K_{n-1}(\mathcal{F}_v) \) if \( m > 1 \), and equal to 1 otherwise. The element \( y \) takes care of \( \pi \) standing at \( k_2, \ldots, k_m \) th places: \( \{\pi, \ldots, \pi\} = \{\pi, -1, \ldots, -1\} \).

Define the map

\[
\partial_2: \underbrace{F^* \times \cdots \times F^*}_{n \text{ times}} \to K_{n-1}(\mathcal{F}_v)
\]

by the formula

\[
\partial_2(\alpha_1, \ldots, \alpha_n) = \sum_{1 \leq k_1 < \cdots < k_m \leq n, \ 1 \leq m \leq n} (-1)^{n-k_1-\cdots-k_m} \partial_{k_1, \ldots, k_m}(\alpha_1, \ldots, \alpha_n).
\]

So, in particular, we have \( \partial_2(\alpha_1, \alpha_2) = (-1)^{a_1a_2}a_1^{-a_1}a_2^{-a_2} \in K_1(\mathcal{F}_v) \).

For \( n > 1 \)

\[
\partial_n(\varepsilon_1, \ldots, \varepsilon_n) = (\{\varepsilon_1, \ldots, \varepsilon_n\}, 0), \quad \partial_n(\varepsilon_1, \ldots, \varepsilon_{n-1}, \pi) = (0, \{\varepsilon_1, \ldots, \varepsilon_{n-1}\}).
\]

It is easy to verify that \( \partial_n(\alpha_1, \ldots, \alpha_n) = 0 \) if \( \alpha_i + \alpha_j = 0 \) for some \( i \neq j \), and

\[
\partial_n(\ldots, \alpha_i, \alpha_i', \ldots) = \partial_n(\ldots, \alpha_i, \ldots) + \partial_n(\ldots, \alpha_i', \ldots).
\]

Now in the same way as in the proof of Lemma (1.1), one can show that

\[
\partial_n(\ldots, \alpha_i, \ldots, \alpha_j, \ldots) = -\partial_n(\ldots, \alpha_j, \ldots, \alpha_i, \ldots).
\]

Moreover, if \( \alpha \in U_v \), \( 1 - \alpha \notin U_v \), then \( \alpha \in 1 + \pi\mathcal{O}_v \) and

\[
\partial_n(\ldots, \alpha_i, \ldots, 1 - \alpha, \ldots) = (0, 0);
\]

the same equality holds if \( \alpha, 1 - \alpha \in U_v \). If \( \alpha \notin \mathcal{O}_v \), then \( \alpha^{-1} \in \mathcal{O}_v \) and \( 1 - \alpha^{-1} \in 1 + \pi\mathcal{O}_v \), so that

\[
\partial_n(\ldots, \alpha, \cdots, 1 - \alpha, \ldots) = -\partial_n(\ldots, \alpha^{-1}, \cdots, 1 - \alpha^{-1}, \ldots) = (0, 0).
\]

Therefore, the map \( \partial_n \) induces the required homomorphism

\[
\partial_n = (\partial_1, \partial_2): K_n(\mathcal{F}) \to K_n(\mathcal{F}_v) \oplus K_{n-1}(\mathcal{F}_v).
\]
respectively. The homomorphism \( \partial_2 \) does not depend on the choice of a prime element \( \pi \).

**Proof.** The surjectivity of \( \partial_2 \) follows from its definition. Introduce the maps

\[
\begin{align*}
\hat{f}_1 : & \overline{F}_v^* \times \cdots \times \overline{F}_v^* \rightarrow K_n(F)/U_1 K_n(F), \\
& \text{times} \\
\hat{f}_2 : & \overline{F}_v^* \times \cdots \times \overline{F}_v^* \rightarrow K_n(F)/U_1 K_n(F)
\end{align*}
\]

by the formulas

\[
\begin{align*}
\hat{f}_1(\varepsilon_1, \ldots, \varepsilon_n) &= \{\varepsilon_1, \ldots, \varepsilon_n\} \mod U_1 K_n(F), \\
\hat{f}_2(\varepsilon_1, \ldots, \varepsilon_{n-1}) &= \{\varepsilon_1, \ldots, \varepsilon_{n-1}, \pi\} \mod U_1 K_n(F).
\end{align*}
\]

The maps \( \hat{f}_1, \hat{f}_2 \) are well defined because \( \alpha \beta^{-1} \in 1 + \pi \mathcal{O}_v \) for \( \alpha, \beta \in \mathcal{O}_v \) if \( \overline{\alpha} = \overline{\beta} \). The maps \( \hat{f}_1, \hat{f}_2 \) are symbolic and induce the homomorphisms

\[
\begin{align*}
\hat{f}_1 : & K_n(F)/U_1 K_n(F), \\
\hat{f}_2 : & K_{n-1}(F)/U_1 K_n(F), \\
f = (\hat{f}_1, \hat{f}_2) : & K_n(F) \oplus K_{n-1}(F) \rightarrow K_n(F)/U_1 K_n(F).
\end{align*}
\]

We get

\[
\begin{align*}
f \partial_{\pi}(x) &= x \mod U_1 K_n(F), \\
\hat{f}_1 \partial_{\pi}(x) &= x \mod U_1 K_n(F) + \{\pi\} K_{n-1}(F), \\
\hat{f}_2 \partial_2(x) &= x \mod U_1 K_n(F) + U_n(F)
\end{align*}
\]

for \( x \in K_n(F) \). Hence \( \ker \partial_{\pi} \subset U_1 K_n(F) \),

\[
\ker \partial_1 \subset U_1 K_n(F) + \{\pi\} K_{n-1}(F), \quad \ker \partial_2 \subset U_1 K_n(F) + U_n(F).
\]

It immediately follows that the inverse inclusions also hold.

Furthermore, let \( \pi_1 \) be a prime element in \( F \) with respect to \( v \), and \( \pi_1 = \pi \varepsilon \) for some \( \varepsilon \in U_v \). Then

\[
\begin{align*}
\partial_{\pi}(\{\varepsilon_1, \ldots, \varepsilon_{n-1}, \pi_1\}) &= (\{\varepsilon_1, \ldots, \varepsilon_{n-1}, \varepsilon\}, \{\varepsilon_1, \ldots, \varepsilon_{n-1}\}), \\
\partial_{\pi_1}(\{\varepsilon_1, \ldots, \varepsilon_{n-1}, \pi_1\}) &= (0, \{\varepsilon_1, \ldots, \varepsilon_{n-1}\}),
\end{align*}
\]

and \( \partial_2 \) does not depend on the choice of a prime element. \( \square \)

**Remark.** The first component \( \partial_1 \) of \( \partial_\pi \) does depend in general on the choice of \( \pi \). If it were not so, then we would have \( U_n(F) \subset U_1 K_n(F) + \{\pi\} K_{n-1}(F) \) and \( K_n(F_v) = 0 \), and that is not the case for many fields (see (3.9) below).
(2.3). Denote $\partial_v = \partial_2$.

**Lemma.** If $\alpha \in F^*$ then

$$\partial_v(\{\alpha\}) = v(\alpha) \in \mathbb{Z} = K_0(F).$$

If $\{\alpha, \beta\} \in K_2(F)$ then

$$\partial_v(\{\alpha, \beta\}) \equiv (-1)^{v(\alpha)v(\beta)}\alpha^v(\beta)^{-v(\alpha)} \mod \pi \mathcal{O}_v.$$  

**Proof.** The first assertion follows from the definitions. Let $v(\alpha) = a$, $v(\beta) = b$, $\alpha = \pi^a \varepsilon$, $\beta = \pi^b \eta$ for some $\varepsilon, \eta \in U_v$. Then

$$\{\pi^a \varepsilon, \pi^b \eta\} \equiv \{\varepsilon, \eta\} + \{\varepsilon \eta^{b-a}(-1)^{ab}, \pi\}$$

and

$$\partial_v(\{\alpha, \beta\}) = (-1)^{ab} \varepsilon^{b-a} \equiv (-1)^{ab} \alpha^b \beta^{-a} \mod \pi \mathcal{O}_v.$$  

**Remark.** Compare the formula for $\partial_v: K_2(F) \to \overline{F}_v^*$ with that for the Hilbert symbol $(\cdot, \cdot)_{q-1}$ in Theorem (5.3) Ch. IV.

**Proposition.** Let $L$ be an algebraic extension of $F$, $v$ and $w$ discrete valuations of $F$ and $L$, such that the restriction $w|_F$ is equivalent to $v$ (we write $w|v$). Let $e = e(w|v)$ (see (2.3) Ch. II), $j_v/w = j_{F_v/L_w}$. Then the diagram

$$
\begin{array}{ccc}
K_n(F) & \xrightarrow{j_{F/L}} & K_n(L) \\
\downarrow \partial_v & & \downarrow \partial_w \\
K_{n-1}(\overline{F}_v) & \xrightarrow{e_{j_v/w}} & K_{n-1}(\overline{L}_w)
\end{array}
$$

is commutative.

Let $L/F$ be a Galois extension, $\sigma \in \text{Gal}(L/F)$ belong to the decomposition group of $\text{Gal}(L/F)$ (see Remark 2 in (2.7) Ch. II), and let $\overline{\sigma}$ be its image in $\text{Gal}(\overline{L}_w/\overline{F}_v)$. Then the diagram

$$
\begin{array}{ccc}
K_n(L) & \xrightarrow{\sigma} & K_n(L) \\
\downarrow \partial_w & & \downarrow \partial_w \\
K_{n-1}(\overline{L}_w) & \xrightarrow{\overline{\sigma}} & K_{n-1}(\overline{L}_w)
\end{array}
$$

is commutative.

**Proof.** Let $\varepsilon_i \in U_v$. Then

$$\partial_v(\{\varepsilon_1, \ldots, \varepsilon_{n-1}, \pi\}) = \{\varepsilon_1, \ldots, \varepsilon_{n-1}\}$$

and

$$\partial_w(j_{F/L}\{\varepsilon_1, \ldots, \varepsilon_{n-1}, \pi\}) = e(\varepsilon_1, \ldots, \varepsilon_{n-1})$$
by (2.3) Ch. II. Furthermore, by Proposition (2.2)

$$\partial_w(\{\sigma(\varepsilon_1), \ldots, \sigma(\varepsilon_{n-1}), \sigma(\pi_w)\}) = \{\sigma(\varepsilon_1), \ldots, \sigma(\varepsilon_{n-1})\},$$

where $\pi_w$ is a prime element with respect to $w$. \hfill \Box

(2.4). Now let $E = F(X)$ and let $v$ be a nontrivial discrete valuation of $E$, trivial on $F$. Such valuations are in one-to-one correspondence with monic irreducible polynomials of positive degree over $F$ and also with $\frac{1}{X}$. The latter corresponds to the valuation $v_{\infty}$: $v_{\infty}(f(X)/g(X)) = \deg g(X) - \deg f(X)$ for $f(X), g(X) \in F[X]$.

**Theorem (Bass–Tate).** The sequence

$$0 \to K_n(F) \xrightarrow{j_{F/E}} K_n(F(X)) \xrightarrow{\partial_v} \bigoplus_{v \neq v_{\infty}} K_{n-1}(E_v) \to 0$$

is exact and splits, where $v$ runs through all nontrivial discrete valuations of $E$ that are trivial on $F$, $v \neq v_{\infty}$.

**Proof.** If $\partial_1$ is the first component of the homomorphism

$$\partial_1: K_n(E) \to K_n(F) \oplus K_{n-1}(F),$$

which corresponds to the valuation $v_{\infty}$ and the prime element $\frac{1}{X}$ with respect to this valuation, then $\partial_1 \circ j_{F/E}(x) = x$ for $x \in K_n(F)$. This means that $j_{F/E}$ is injective. Let $m \geq 0$ and let $A_m$ be the subgroup in $K_n(E)$ generated by the symbols $\{f_1(X), \ldots, f_m(X)\}$, where $f_j(X) \in F[X]$, $\deg f_j \leq m$. Note that for two monic polynomials $p(X), q(X)$ of the same degree $l > 0$ one can write $p(X) = q(X) + r(X)$ with $\deg r(X) < l$, and

$$0 = \left\{ \frac{r(X)}{p(X)}, \frac{q(X)}{p(X)} \right\} = \{r(X), q(X)\} - \{-r(X), p(X)\} - \{p(X), q(X)\}$$

by Lemma (1.1). Hence, the quotient group $A_m/A_{m-1}$ for $m \geq 1$ is generated by the symbols

$$\{\alpha_1, \ldots, \alpha_{i-1}, p_i(X), \ldots, p_n(X)\},$$

where $\alpha_1, \ldots, \alpha_{i-1} \in F$ and the polynomials $p_1(X), \ldots, p_n(X)$ are monic irreducible over $F$, such that $0 < \deg p_1(X) < \cdots < \deg p_n(X) = m$. Let $v$ be the discrete valuation on $F(X)$ which corresponds to a monic irreducible polynomial $p_v(X)$ of degree $m > 0$. An element of $E_v$ can be written as $\overline{g(X)}$ for some polynomial $g(X)$ over $F$ of degree $< m$. Define the map

$$f_v: \underbrace{E_v \times \cdots \times E_v}_{n-1 \text{ times}} \to A_m/A_{m-1}$$

by the formula

$$f_v(g_1(X), \ldots, g_{n-1}(X)) = \{g_1(X), \ldots, g_{n-1}(X), p_v(X)\} \mod A_{m-1},$$
Proof. It follows from the description of the quotient groups $F_1(X), \ldots, F_{n-1}(X)$ that $A$ is isomorphic and that $A$ is generated by symbols $\{g_1(X), \ldots, g_{n-1}(X), p_v(X)\}$.

We first show that $f_v$ is multiplicative. Indeed, let $g_1(X), h_1(X), r_1(X)$ be polynomials over $F$ of degree $< m$, such that $g_1(X)h_1(X) = r_1(X)$, i.e., $g_1(X)h_1(X) = p_v(X)q(X) + r_1(X)$ for some $q(X) \in F[X]$. Then $\deg q(X) < m$ and

$\{g_1(X)h_1(X)/r_1(X), p_v(X)\} \in A_{m-1}$

in $K_2(\overline{E_v})$. Therefore,

$\{r_1(X), \ldots, r_{n-1}(X), p_v(X)\} \equiv \{g_1(X), \ldots, g_{n-1}(X), p_v(X)\} + \{h_1(X), \ldots, g_{n-1}(X), p_v(X)\}$ mod $A_{m-1}$

and $f_v$ is multiplicative. Furthermore, if $g_1(X) = 1 - g_2(X) = 1 - g_2(X)$, then

$f_v(\overline{g_1(X), g_2(X), \ldots}) \in A_{m-1}$

and $f_v$ is a symbolic map. Thus, $f_v$ induces the homomorphism

$f_v : K_{n-1}(\overline{E_v}) \to A_m/A_{m-1}$.

Now we define

$f_m = \bigoplus_{\deg p_v = m} f_v : \bigoplus_{\deg p_v = m} K_{n-1}(\overline{E_v}) \to A_m/A_{m-1}$.

This homomorphism is surjective, which follows from the above description of the group $A_m/A_{m-1}$. The homomorphism $f_m$ is injective, because $\partial_v A_{m-1} = 0$ for any $v$ with $\deg p_v(X) = m$ and $\left(\bigoplus_{\deg p_v = m} \partial_v \right) f_m(x) = x$. We obtain that $f_m$ is an isomorphism and that $A_m = A_{m-1} \oplus \bigoplus_{\deg p_v = m} B_v$.

Hence, we get an isomorphism $K_n(F) \oplus_{v \neq v_\infty} K_{n-1}(\overline{E_v}) \cong K_n(E)$.

(2.5). Corollary 1. Let $v$ be the discrete valuation on $E$ which corresponds to a monic irreducible polynomial $p_v(X)$ of degree $m > 0$. Then $K_n(\overline{E_v})$ is generated by the symbols $\{\beta_1, \ldots, \beta_{l-1}, p_1(\alpha_v), \ldots, p_n(\alpha_v)\}$, where $\alpha_v$ is the image of $X$ in $\overline{E_v}$ (and hence $\overline{E_v} = F(\alpha_v)$), $\beta_1, \ldots, \beta_{l-1} \in F$, and $p_1(X), \ldots, p_n(X)$ are monic irreducible polynomials over $F$, $0 < \deg p_1(X) < \cdots < \deg p_n(X) < m$.

Proof. It follows from the description of the quotient groups $A_i/A_{i-1}$ in the proof of the Theorem.

Corollary 2. Let $L/F$ be an extension of prime degree $m$ and let there be no extensions over $F$ of degree $l < m, l > 1$. Then the group $K_n(L)$ is generated by the symbols $\{\alpha_1, \ldots, \alpha_{n-1}, \alpha_n\}$ with $\alpha_1, \ldots, \alpha_{n-1} \in F^*, \alpha_n \in L^*$.

Proof. In this case any polynomial of degree $l$ over $F$ is reducible.
Corollary 3. Let \( L/F \) be an extension of prime degree \( m \), \( x \in K_n(L) \). Then there is a finite extension \( F_1/F \) of degree relatively prime to \( m \), such that \( j_{L/LF_1}(x) \) is a sum of symbols \( \{\alpha_1, \ldots, \alpha_{n-1}, \alpha_n\} \) with \( \alpha_1, \ldots, \alpha_{n-1} \in F_1, \alpha_n \in LF_1 \).

Proof. Let \( L = F(\alpha) \). Without loss of generality one may assume that \( x = \{\beta_1, \ldots, \beta_n\} \). Let \( \beta_i = f_i(\alpha) \) with polynomials \( f_i(X) \) of degree \( < m \) over \( F \). Let \( F_1/F \) be an extension of degree relatively prime to \( m \), such that all polynomials \( f_i(X) \) split into linear factors over \( F_1 \). Then \( j_{L/LF_1}(x) \) is a sum of symbols \( \{\gamma_1, \ldots, \gamma_k, \alpha - \delta_1, \ldots, \alpha - \delta_{n-k}\} \) with \( \gamma_i, \delta_j \in F_1 \). Now the required assertion follows from the relation

\[
\{\alpha - \delta_1, \alpha - \delta_2\} = \{-1, \alpha - \delta_1\} + \{\delta_2 - \delta_1, \alpha - \delta_2\} - \{\delta_2 - \delta_1, \alpha - \delta_1\}
\]

for \( \delta_1 \neq \delta_2 \).

\[\square\]

Exercises.

1. Let \( F \) be a complete discrete valuation field with a residue field \( \overline{F} \) of characteristic \( p > 0 \). Show that if \( (m, p) = 1 \), then \( U_1 K_n(F) \subset mK_n(F) \) and

\[
K_n(F)/mK_n(F) \cong K_n(\overline{F})/mK_n(\overline{F}) \oplus K_{n-1}(\overline{F})/mK_{n-1}(\overline{F})
\]

2. Show that \( K_n(\mathbb{F}_p(X)) = 0 \) for \( n \geq 3 \) and that \( K_2(\mathbb{F}_p(X)) \) is a nontrivial torsion group.

3. Let \( A_n \) denote the subgroup in \( K_n(\mathbb{Q}) \) generated by \( \{a_1, \ldots, a_n\} \), where the integers \( a_i \) satisfy the condition \( |a_i| \leq m \) for \( 1 \leq i \leq n \). Show in the same way as in the proof of Theorem (2.4) that \( A_m = A_{m-1} \) if \( m > 1 \) is not prime, and

\[
\partial v_p: A_p/A_{p-1} \rightarrow K_{n-1}(\mathbb{F}_p)
\]

where \( v_p \) is the \( p \)-adic valuation of \( \mathbb{Q} \).

4. Define the map

\[
f: \mathbb{Q}^* \times \cdots \times \mathbb{Q}^* \rightarrow \{\pm 1\}
\]

setting \( f(\alpha_1, \ldots, \alpha_n) = -1 \) if \( \alpha_1 < 0, \ldots, \alpha_n < 0 \) and \( f(\alpha_1, \ldots, \alpha_n) = 1 \) otherwise. Show that \( f \) is a symbolic map. Thus, we have a homomorphism \( f: K_n(\mathbb{Q}) \rightarrow \mu_2 \) and \( \{-1, \ldots, -1\} \) is of order 2 in \( K_n(\mathbb{Q}) \). The subgroup \( A_1 \subset K_n(\mathbb{Q}) \) is mapped isomorphically onto \( \mu_2 \).

5. Using Exercises 3 and 4, show that

\[
K_2(\mathbb{Q}) \cong \mu_2 \oplus \mathbb{F}_3^* \oplus \mathbb{F}_5^* \oplus \mathbb{F}_7^* \oplus \mathbb{F}_1^* \oplus \cdots
\]

and \( K_n(\mathbb{Q}) \cong \mu_2 \) for \( n \geq 3 \).

In general, a theorem of H. Garland asserts that for a finite extension \( F \) over \( \mathbb{Q} \) the kernel of \( K_2(F) \rightarrow \oplus v K_1(\overline{F}_v) \) is of finite order.
3. The Norm Map

The norm map in the Milnor ring of fields allows one to calculate it. In this section we define the norm map for Milnor $K$-groups and study its properties. For algebraic extensions generated by one element we define the norm map in subsection (3.1). Propositions (3.2) and (3.3) demonstrate first properties of this norm map. Subsection (3.4) introduces the norm map for an arbitrary finite extension and its correctness and properties are established by Theorem (3.8) after auxiliary results are described in subsections (3.5)–(3.7).

Let $E = F(X)$ and let $v$ be a nontrivial discrete valuation on $E$ trivial on $F$. In this section the residue field $E_v$ will be denoted by $F(v)$. Then $|F(v) : F| = \deg p_v(X)$, where $p_v(X)$ is the monic irreducible polynomial over $F$ corresponding to $v$. We get $F(v_\infty) = F$.

(3.1). The homomorphisms $j_{F/E}: K(F) \to K(E)$, $j_{F/F(v)}K(F) \to K(F(v))$ induce the structure of $K(F)$-modules on $K(E)$, $K(F(v))$:

$$x \cdot y = j_{F/E}(x) \cdot y \quad \text{or} \quad x \cdot z = j_{F/F(v)}(x) \cdot z, \quad x \in F.$$ 

The homomorphism $\partial_v: K(E) \to K(F(v))$ is a homomorphism of $K(F)$-modules. Instead of the sequence of Theorem (2.4), one can consider the sequence

$$0 \to K_n(F) \xrightarrow{j_{F/E}} K_n(E) \xrightarrow{\oplus \partial_v} \oplus K_{n-1}(F(v)) \to 0,$$

where $v$ runs through all discrete valuations on $E$ trivial on $F$. This sequence is not exact in the term $\oplus K_{n-1}(F(v))$ but it is exact in the terms $K_n(F)$, $K_n(E)$, because $\partial_{v_\infty} j_{F/E}(K_n(F)) = 0$. Introduce the homomorphism

$$N = \oplus N_v: \oplus K_{n-1}(F(v)) \to K_{n-1}(F),$$

where $N_{v_\infty}$ is the identity automorphism of $K_n(F(v_\infty)) = K_n(F)$ so that the sequence

$$0 \to K_n(F) \xrightarrow{j_{F/E}} K_n(E) \xrightarrow{\oplus \partial_v} \oplus K_{n-1}(F(v)) \xrightarrow{\oplus N_v} K_{n-1}(F) \to 0$$

is exact. The exactness in the term $K_{n-1}(F)$ follows from the definition of $N_{v_\infty}$. As for the exactness in the term $\oplus K_{n-1}(F(v))$, we must take $N_v$ for $v \neq v_\infty$ such that the composition

$$K_n(E)/j_{F/E}K_n(F) \xrightarrow{\sim} \oplus_{v \neq v_\infty} K_{n-1}(F(v)) \xrightarrow{\oplus N_v} K_{n-1}(F)$$

coinsides with

$$-\partial_{v_\infty}: K_n(E)/j_{F/E}K_n(F) \to K_{n-1}(F).$$

Such homomorphisms $N_v$, $v \neq v_\infty$, do exist and are uniquely determined. Then $N_v: K(F(v)) \to K(F)$ is a homomorphism of $K(F)$-modules, i.e.,

$$N_v(j_{F/F(v)}(x) \cdot y) = x \cdot N_v(y) \quad \text{for} \quad x \in K_n(F), y \in K_m(F(v)).$$
(3.2). Proposition.

(1) The composition \( N_v \circ j_{F/F(v)} : K_n(F) \to K_n(F) \) coincides with multiplication by \( N_v(1) = |F(v) : F| \in \mathbb{Z} \).

(2) The homomorphism \( N_v : K_1(F(v)) \to K_1(F) \) coincides with the norm 
\( N_{F(v)/F} : F(v)^* \to F^* \).

Proof. For \( f(X) \in F(X) \) we get 
\[
\sum_{v \mid \infty} \deg p_v(X) \cdot v(f(X)) + v_{\infty}(f(X)) = 0.
\]
By Lemma (2.3) \( v \) coincides with \( \partial_v : F(X)^* \to \mathbb{Z} \), consequently
\[
N_v \circ j_{F/F(v)}(x) = N_v(1)x = \deg p_v(X)x \quad \text{for} \quad x \in K_n(F).
\]
To verify (2) it suffices to show, by the uniqueness of \( (N_v) \), that for polynomials \( f(X), g(X) \) over \( F \)
\[
\langle f(X), g(X) \rangle = \prod_v N_{F(v)/F} \partial_v \{ f(X), g(X) \} = 1.
\]
Lemma (2.3) implies that
\[
\partial_v \{ f(X), g(X) \} = (-1)^{\nu(f(X))\nu(g(X))} f(\alpha_v)^{\nu(g(X))} g(\alpha_v)^{-\nu(f(X))} \in F(v)^*,
\]
where \( \alpha_v \) is the image of \( X \) in the field \( F(v) \). Taking into account the multiplicativity of \( \langle \cdot, \cdot \rangle \), and the relation \( \langle f(X), f(X) \rangle = \langle -1, f(X) \rangle \), we may assume that \( f(X) = \beta p_{v_1}(X) \), \( g(X) = \gamma p_{v_2}(X) \) with monic irreducible polynomials \( p_{v_1}, p_{v_2} \) of positive degree, \( \beta, \gamma \in F^* \). Then \( \langle f(X), g(X) \rangle \) is equal to
\[
\partial_{v_1} \{ f(X), g(X) \} \cdot N_{F(v_1)/F} \partial_{v_1} \{ f(X), g(X) \} N_{F(v_2)/F} \partial_{v_2} \{ f(X), g(X) \}
\]
and
\[
\partial_{v_1} \{ f(X), g(X) \} = (-1)^{\deg f(X)\deg g(X)} \beta^{-\deg g(X)} \gamma^{\deg f(X)},
\]
\[
\partial_{v_1} \{ f(X), g(X) \} = g(\alpha_{v_1})^{-1}, \quad \partial_{v_2} \{ f(X), g(X) \} = f(\alpha_{v_2}).
\]
Let 
\[
f(X) = \beta(X - \beta_1) \ldots (X - \beta_n), \quad g(X) = \gamma(X - \gamma_1) \ldots (X - \gamma_m)
\]
be the decompositions of \( f(X), g(X) \) over \( F^{\text{alg}} \). Then
\[
N_{F(v_1)/F} g(\alpha_{v_1})^{-1} = \gamma^{-n} \prod (\beta_i - \gamma_j)^{-1}, \quad 1 \leq i \leq n, 1 \leq j \leq m,
\]
\[
N_{F(v_2)/F} f(\alpha_{v_2}) = \beta^m \prod (\gamma_j - \beta_i), \quad 1 \leq j \leq m, 1 \leq i \leq n.
\]
Thus, we deduce that \( \langle f(X), g(X) \rangle = 1 \). \( \Box \)
Now let $F_1$ be an extension of $F$, $E = F(X)$, $E_1 = F_1(X)$. Let $v \neq v_\infty$ be a discrete valuation on $E$ trivial on $F$, and $p_v(X) \in F[X]$ the corresponding monic irreducible polynomial. Let $p_v(X) = \prod_{w \mid v} p_w(X)^{v(w)\mid v}$ be the decomposition over $F_1$ (see Example in (2.7) Ch. II), where $p_w(X)$ are monic irreducible over $F_1$ polynomials corresponding to the discrete valuations $w$ on $F_1$, $w \mid v$. Then $F(v)$ is embedded in $F_1(w)$. There is exactly one discrete valuation $w_\infty$ over $v_\infty$ and $e(w_\infty\mid v_\infty) = 1$.

**Corollary 1.** Let $F_1 = F(\alpha)$ be an algebraic extension of $F$, and $v$ the discrete valuation of $F(X)$ which corresponds to the monic irreducible polynomial $p(X)$ of $\alpha$ over $F$. Let $F_2/F$ be a normal extension and $F_1/F$ a subextension in $F_2/F$. Let $\sigma_i$ be distinct embeddings of $F_1$ in $F_2$ over $F$, $m$ the degree of inseparability of $F_1/F$. Then the composition

$$j_{F/F_2} \circ N_v : K_n(F_1) \to K_n(F_2)$$
coincides with \( m \sum \sigma_i: K_n(F_1) \to K_n(F_2) \), where the maps \( \sigma_i: K_n(F_1) \to K_n(F_2) \) are induced by \( \sigma_i: F_1 \to F_2 \).

**Proof.** We have the decomposition
\[
p(X) = \prod (X - \alpha_i)^{m_i}
\]
over \( F_2 \), where \( \alpha_i = \sigma_i(\alpha) \). Now the right commutative square of the diagram with \( F_2 \) instead of \( F_1 \) implies the desired assertion.

**Corollary 2.** Let \( F(v) \cap F_1 = F, F(v)F_1 = F_1(w) \). Then the diagram
\[
\begin{array}{ccc}
K_{n-1}(F(v)) & \xrightarrow{N_{w}} & K_{n-1}(F_1) \\
\uparrow j_{v/w} & & \uparrow j_{F/F_1} \\
K_{n-1}(F(v)) & \xrightarrow{N_{v}} & K_{n-1}(F)
\end{array}
\]
is commutative.

**Proof.** In this case \( p_w(X) = p_w(X) \).

**Lemma.** Let \( L/F \) be a finite extension. Then the kernel of the homomorphism
\[
j_{F/L}: K_n(F) \to K_n(L)
\]
is contained in the subgroup of \( |L:F| \)-torsion in \( K_n(F) \). For an algebraic extension \( L/F \) the kernel of \( j_{F/L} \) is contained in the torsion subgroup of \( K_n(F) \).
Proof. If \( j_{F/L}x = 0 \), then \( N_{\alpha_1, \ldots, \alpha_l}j_{F/L}x = |L : F|x = 0 \). If \( L/F \) is algebraic and \( j_{F/L}x = 0 \), then \( j_{F/M}x = 0 \) for some finite subextension \( M/F \) in \( L/F \).

**Proposition.** For a field \( F \) and a prime \( p \) there exists an algebraic extension \( F' \) of \( F \) with the following properties:

1. For any finite subextension \( L/F \) in \( F'/F \) the degree \( |L : F| \) is relatively prime to \( p \);
2. Any finite extension \( F'/F \) is of degree \( p^m \) for some \( m \geq 0 \);
3. If \( F'(\alpha)/F \) is an extension of degree \( p \), then \( K_p(F'(\alpha)) \) is generated by symbols \( \{\alpha_1, \ldots, \alpha_{n-1}, \alpha_n\} \) with \( \alpha_1, \ldots, \alpha_{n-1} \in F', \alpha_n \in F'(\alpha) \);
4. If \( p^m x = 0 \) for some \( x \in K_n(F), m \geq 0 \) and \( j_{F/F'}(x) = 0 \), then \( x = 0 \).

Proof. Consider the set of all algebraic extensions \( F'/F \) with the property: any finite subextension \( L/F \) in \( F'/F \) is of degree prime to \( p \). This set is not empty. Let \( F'/F \) be an extension from this set, maximal with respect to embedding of fields. Then property (1) holds for \( F' \).

Let \( \alpha \) be a root of an irreducible polynomial \( f(X) \) over \( F' \). Then \( f(X) \in L[X] \) for some finite extension \( L/F \). Assume that \( \deg f(X) \) is prime to \( p \). Then \( |L(\alpha) : L| \) is relatively prime to \( p \) and so is \( |L(\alpha) : F| \). Let \( F_1/F \) be a finite subextension in \( F'(\alpha)/F \); then \( |F_1 L(\alpha) : F| = |F_1 L(\alpha) : L(\alpha)| \cdot |L(\alpha) : F| \) is relatively prime to \( p \) because \( |F_1 L(\alpha) : L(\alpha)| \) is relatively prime to \( p \). Therefore, \( |F_1 : F| \) is relatively prime to \( p \) and \( F'(\alpha) = F' \).

We obtain that any finite extension of \( F' \) of degree relatively prime to \( p \) coincides with \( F' \).

Now let \( F''/F' \) be a finite extension and let \( F'''/F' \) be a normal finite extension with \( F'' \subset F''' \). If \( \text{char}(F) \neq p \) and \( G \) is the group of automorphisms of \( F''' \) over \( F'' \), then the fixed field \( M \) of \( G \) is purely inseparable over \( F'' \) of degree relatively prime to \( p \). Hence, \( M = F'' \) and \( F'''/F'' \) is Galois. Let \( G_p \) be a Sylow \( p \)-subgroup in \( G \) and let \( M_1 \) be the fixed field of \( G \). Then \( M_1 = F' \) and \( F''/F' \) is of degree \( p^m \) for some \( m > 0 \). If \( \text{char}(F) = p \), then let \( L/F' \) be the maximal separable subextension in \( F''/F' \). In the same way as just above, we deduce that \( L'/F' \) is of degree \( p^m \) and, consequently, \( F''/F' \) is of degree \( p^k \), \( k \geq 0 \). Thus, property (2) holds for \( F'' \).

Since a polynomial \( p(X) \in F''[X] \) of degree \( 1 < \deg p(X) < p \) is not irreducible over \( F'' \), Corollary 2 of (2.5) implies property (3).

Finally, if \( j_{F/F'}x = 0 \), then \( j_{F/L}x = 0 \) for some finite subextension \( L/F \) in \( F'/F \). Lemma (3.4) shows that \( |L : F|x = 0 \). Since \( p^m x = 0 \) and \( |L : F| \) is relatively prime to \( p^m \), we deduce that \( x = 0 \).

**Proposition.** Let \( L/F \) be a normal extension of prime degree \( p \). Then the homomorphism \( N_{\alpha/F}: K_n(L) \rightarrow K_n(F) \) does not depend on the choice of \( \alpha \in L \) and
determines the norm map
\[ N_{L/F} : K_n(L) \to K_n(F). \]

**Proof.** Let \( L = F(\alpha) = F(\beta), \) and let \( v_1, v_2 \) be the discrete valuations of \( F(X) \) which correspond to the monic irreducible polynomials of \( \alpha, \beta \) over \( F. \) Corollary 1 of (3.3) shows that \( j_{F/L} \circ N_\alpha = j_{F/L} \circ N_\beta. \) Hence, by Lemma (3.4), \( p(N_\alpha(x) - N_\beta(x)) = 0 \) for any \( x \in K_n(L). \) Let \( F' \) be as in the preceding Proposition. Then \( L' = F'(\alpha) = F'(\beta) \) is of degree \( p \) and \( K_n(L') \) is generated by symbols \( \{\alpha_1, \ldots, \alpha_{n-1}, \alpha_n\} \) with \( \alpha_1, \ldots, \alpha_{n-1} \in F', \) \( \alpha_n \in L'. \) We deduce that
\[ N_{\alpha/F'} \circ \{\alpha_1, \ldots, \alpha_n\} = \{\alpha_1, \ldots, \alpha_{n-1}, N_{L'/F'}(\alpha_n)\} = N_{\beta/F'} \circ \{\alpha_1, \ldots, \alpha_n\}. \]

Therefore, \( N_{\alpha/F'} = N_{\beta/F'}. \) Corollary 2 of (3.3) implies now that
\[ j_{F'/F}(N_{\alpha/F}(x) - N_{\beta/F}(x)) = N_{\alpha/F'}(j_{L'/L'}(x)) - N_{\beta/F'}(j_{L'/L'}(x)) = 0. \]
The property (4) of the preceding Proposition implies \( N_{\alpha/F}(x) = N_{\beta/F}(x), \) as desired. \( \square \)

(3.7). **Proposition.** Let \( L/F \) be a normal extension of prime degree \( p. \) Let \( v \) be a nontrivial discrete valuation of \( F(X) \) trivial on \( F. \) Then the composition
\[ \partial_v \circ N_{L(X)/F(X)} : K_n(L(X)) \to K_{n-1}(F(v)) \]
coincides with
\[ \sum_{w/v} N_{L(w)/F(v)} \circ \partial_w : K_n(L(X)) \to K_{n-1}(F(v)), \]
where \( w \) runs through all discrete valuations of \( L(X) \) trivial on \( L, \ w|v. \)

**Proof.** Let \( \tilde{v} \) be the discrete valuation on \( F(X)(Y) \) which corresponds to the irreducible monic polynomial \( p(Y) \) of \( \alpha \) over \( F(X), \) where \( L = F(\alpha). \) Then, by Proposition (3.3), the following diagram is commutative:
\[
\begin{array}{ccc}
K_n(L(X)) & \xrightarrow{\oplus e(\tilde{w}_i | \tilde{v}) j_{\tilde{w}_i/\tilde{v}}} & \oplus K_n(F(X)_{\tilde{w}_i}(\tilde{w}_i)) \\
N_{\tilde{v}} & & \\
K_n(F(X)) & \xrightarrow{j_{F(X)/F(X)_{\tilde{v}}}} & K_n(F(X)_{\tilde{v}})
\end{array}
\]
where \( \tilde{w}_i \) are discrete valuations on \( F(X)_{\tilde{v}}(Y), \tilde{w}_i | \tilde{v}. \) According to Example (2.7) Ch. II, the valuations \( \tilde{w}_i \) correspond to the irreducible monic polynomials in the decomposition \( p(Y) = \prod p(\tilde{w}_i(Y))^{e_i} \) over \( F(X)_{\tilde{v}}, \) and \( e_i = e(\tilde{w}_i | \tilde{v}). \) We get also \( F(X)_{\tilde{w}_i}(\tilde{w}_i) = F(X)_{\tilde{v}}(\alpha_i), \) where \( \alpha_i \) is a root of \( p(\tilde{w}_i)(Y). \) On the other hand, Proposition (2.6) Ch. II shows that \( L(X)_{w_i} = F(X)_{\tilde{w}_i}(\alpha_i), \) where \( w_i | v \) are discrete valuations on \( L(X). \)
A similar assertion holds for \( L \). For example (2.7) Ch. II for \( w \).

The definition of \( \partial \) is commutative, where \( K \) is a complete discrete valuation field with respect to \( v \), and \( L/F \) is an extension of degree \( p \).

By Proposition (2.3) we get \( ejw|v_j (y) = 0 \) for \( y = \partial_y \circ N_L/F (x) - N_L/F \circ \partial_w (x) \), \( x \in K_n(L) \). Hence, \( py = 0 \). Let \( F_1/F \) be a finite extension of degree relatively prime to \( p \) such that \( j_{L/F_1} (x) \) is a sum of symbols \( \{ \alpha_1, \ldots, \alpha_n \} \) with \( \alpha_1, \ldots, \alpha_n-1 \in F_1 \), \( \alpha_n \in L/F_1 \), according to Corollary 3 of (2.5). Proposition (2.3), Corollary 2 of (3.3) and Lemma (3.4) show that one may assume that \( x = \{ \alpha_1, \ldots, \alpha_n \} \).

We get

\[
\partial_y \circ N_{L/F} (\{ \alpha_1, \ldots, \alpha_n \}) = \begin{cases} f(w|v) (\alpha_1, \ldots, \alpha_n) & \text{if } \alpha_1, \ldots, \alpha_n-1 \in U_F, \\ -N_{L/F} (\alpha_n, \alpha_2, \ldots, \alpha_n) v_F (\alpha_1) & \text{if } \alpha_2, \ldots, \alpha_n-1 \in U_F, \alpha_n \in U_L. \end{cases}
\]

The same expression holds for \( N_{L/F} \circ \partial_w (\alpha_1, \ldots, \alpha_n) \).

**COROLLARY.** Let \( L/F \) be a normal extension of prime degree \( p \) and let \( F_1 = F(\alpha) \) be an algebraic extension of \( F \). Let \( L_1 = L(\alpha) \). Then

\[
N_{\alpha/F} \circ N_{L_1/F_1} = N_{L/F} \circ N_{\alpha/L}; K_n(L_1) \to K_n(F).
\]
Proof. Let \( v \) be the discrete valuation of \( F(X) \) corresponding to \( \alpha \). Then \( F_1 = F(v) \), \( L_1 = L(w) \) for some discrete valuation \( w \) of \( L(X) \), \( w|v \). Let \( x \in K_n(L_1) \) and \( x = \partial_w(y) \) for some \( y \in K_n(L(X)) \), such that \( \partial_{w'}(y) = 0 \) for all \( w' \neq w, w_\infty \) (such an element \( y \) exists by Theorem (2.4)). Then

\[
N_{\alpha/F} \circ N_{L(w)/F(v)}(x) = N_{\alpha/F} \circ \partial_v \circ N_{L(X)/F(X)}(y)
\]

by the Proposition, and

\[
N_{\alpha'/F} \circ \partial_{v'}(N_{L(X)/F(X)}(y)) = 0 \quad \text{for} \quad v' \neq v, v_\infty.
\]

Hence, we deduce from the definition of \( N_v \) that

\[
N_{\alpha/F} \circ N_{L(w)/F(v)}(x) = -\partial_{v_\infty} \circ N_{L(X)/F(X)}(y).
\]

On the other hand, \( N_{\alpha/L} \circ \partial_w(y) = -\partial_{w_\infty}(y) \) and

\[
N_{L/F} \circ N_{\alpha/L} \circ \partial_w(y) = -N_{L/F} \circ \partial_{w_\infty}(y) = -\partial_{v_\infty} \circ N_{L(X)/F(X)}(y)
\]

by Corollary 2 of (3.3). This completes the proof. \( \square \)

(3.8). Theorem (Bass–Tate–Kato). Let \( L/F \) be a finite extension. Then there is the norm map \( N_{L/F} : K(L) \to K(F) \) which is a homomorphism of \( K(F) \)-modules, with the properties:

1. \( N_{L/F} \) coincides with \( N_{\alpha_1,...,\alpha_l} \) for any \( \alpha_1, \ldots, \alpha_l \in L \) with \( L = F(\alpha_1, \ldots, \alpha_l) \).
2. For every subextension \( M/F \) in \( L/F \)

\[
N_{L/F} = N_{M/F} \circ N_{L/M}.
\]

3. The map \( N_{L/F} \) acts on \( K_0(L) \) as the multiplication by \( |L:F| \) and on \( K_1(L) \) as the norm map of fields \( N_{L/F} : L^* \to F^* \).
4. The composition \( N_{L/F} \circ j_{F/L} \) coincides with the multiplication by \( |L:F| \).
5. If \( L_1/F \) is a normal finite extension with \( L_1 \supset L \), then the composition \( j_{F/L_1} \circ N_{L/F} \) coincides with \( m \sum \sigma_i \), where \( m \) is the degree of inseparability of \( L/F \) and \( \sigma_i : K(L) \to K(L_1) \) are induced by distinct embeddings of \( L \) in \( L_1 \) over \( F \).
6. If \( \sigma \) is an automorphism of \( L \) over \( F \), then \( N_{L/F} \circ \sigma = N_{L/F} \), where \( \sigma : K(L) \to K(L) \) is induced by \( \sigma \).

Proof. Let \( L = F(\alpha_1, \ldots, \alpha_l) = F(\beta_1, \ldots, \beta_k) \). Let \( L_1/F \) be a normal finite extension with \( L_1 \supset L \). By (3.4) we get

\[
j_{F/L_1}(N_{\alpha_1,...,\alpha_l} - N_{\beta_1,...,\beta_k}) = m \sum \sigma_i - m \sum \sigma_i = 0.
\]

Lemma (3.4) implies \( |L_1 : F| = 0 \) for the element \( y = N_{\alpha_1,...,\alpha_l}(x) - N_{\beta_1,...,\beta_k}(x) \), where \( x \in K(L) \). Let \( |L_1 : F| = p^r q \) with \( (q, p) = 1 \) and a prime \( p \). Let \( F' \) be as in Proposition (3.5), and let \( L' = L F' \), \( L_1' = L_1 F' \). Then \( L_1'/F' \) is of degree \( p^r \).

Let \( L''/F'' \) be the maximal separable subextension in \( L'/F' \), and let \( L''/F' \) be the
minimal normal extension with \( L''' \supset L'' \). Then \( \text{Gal}(L'''/F') \) is a finite \( p \)-group. Therefore, there exists a chain of subgroups

\[
\text{Gal}(L'''/L'') = G_0 \leq G_1 \leq \ldots \leq G_s = \text{Gal}(L'''/F'),
\]

such that \( G_i \) is normal in \( G_{i+1} \) of index \( p \). We obtain a tower of fields

\[
F' = F_0' \subset F_1' \subset \cdots \subset L'' \subset \cdots \subset F_k = L',
\]

such that \( F_i'/F_{i-1}' \) is a normal extension of degree \( p \).

Let \( p_i(X) \) be the monic irreducible polynomial of \( \alpha_i \) over \( \mathbb{F}_{p_i} \), and \( v_i \) the corresponding discrete valuation of \( F_i-1(X) \). Then \( N_{\alpha_1, \ldots, \alpha_i} = N_{v_1} \circ \cdots \circ N_{v_i} \). By Proposition (3.3),

\[
j_{F/F'} \circ N_{\alpha_1, \ldots, \alpha_i} = \sum_{w_{i,j}|v_i, \ldots, w_{i,k}|v_k} e(w_{i,1}|v_1) \cdots e(w_{i,k}|v_k)N_{w_1} \circ \cdots \circ N_{w_i} \circ j_{L/L'},
\]

where \( w_{j,i} \) are the discrete valuation of \( F''_i'F_{i-1}'(X) \) with \( w_{j,i}|v_i \). Therefore, if we show that \( N_{w_1} \circ \cdots \circ N_{w_i}: K(L') \to K(F') \) does not depend on the choice of generating algebraic elements in \( L' \) over \( F'' \), then we shall obtain \( j_{F/F'}(y) = 0 \), \( j_{F/F'}(qy) = 0 \). Since \( p'(qy) = 0 \), Proposition (3.5) implies \( qy = 0 \). Continuing in this way for \( qy \) we finally deduce \( y = 0 \), as required.

Now let \( N_{w_1} \circ \cdots \circ N_{w_i} = N_{\gamma_1, \ldots, \gamma_i} \) and \( F''_i = F'_i'F''_j \) for \( 0 \leq i \leq l \), \( 0 \leq j \leq k \). Then \( F'_{i,j-1} = F'_{i-1,j-1}(\gamma_i) \), and \( F_{i-1,j}/F_{i-1,j-1} \) is a normal extension of degree 1 or \( p \). Applying Corollary (3.7), we get \( N_{\gamma_1/F_{i-1,j-1}} \circ N_{F'_i/F_{i-1,j-1}} = N_{F''_{i-1,j}/F_{i-1,j-1}} \circ N_{\gamma_i/F_{i-1,j}} \). Therefore,

\[
N_{w_1} \circ \cdots \circ N_{w_i} = N_{F''_j/F'} \circ \cdots \circ N_{L'/F_{i-1,j-1}}
\]

and \( N_{w_1} \circ \cdots \circ N_{w_i} \) does not depend on the choice of generating elements.

Furthermore, if \( \sigma \) is an automorphism of \( L \) over \( F \), then

\[
L = F(\alpha_1, \ldots, \alpha_l) = F(\sigma \alpha_1, \ldots, \sigma \alpha_l) \quad \text{and} \quad N_{L/F} \circ \sigma = N_{L/F}.
\]

Other properties of \( N_{L/F} \) follow from the corresponding properties of the homomorphism \( N_{\alpha_1, \ldots, \alpha_l} \) discussed in (3.4).

**Remark.** For the properties of \( N_{L/F} \) see also Exercises 2–5.

**Proposition.** Let \( \delta(F) \) be the Kronecker dimension of \( F \), i.e., the degree of transcendence of \( F \) over \( \mathbb{F}_p \), in the case of \( \text{char}(F) = p \), and \( 1+ \) (the degree of transcendence
of $F$ over $\mathbb{Q}$, in the case of $\text{char}(F) = 0$. Then the rank of $K_n(F)$ is equal to the cardinality of $F$ if $1 \leq n \leq \delta(F)$.

**Proof.** Let $n = 1$, $\delta(F) \geq 1$. Then the cardinality of $F$ is equal to the cardinality of $F^*/T_1$. Let $\delta(F) \neq 1$. Let $E$ be a subfield in $F$ such that $F$ is an algebraic extension of $E(X)$ for some element $X$ in $F$ transcendental over $E$. The cardinality of $F$ is equal to the cardinalities of $E(X)$ and $E$. By Theorem (2.4) there is a surjective homomorphism

$$K_n(E(X)) \to \bigoplus_v K_{n-1}(E(X)_v).$$

If $2 \leq n \leq \delta(F)$, then $1 \leq n - 1 \leq \delta(E(X)_v)$. By induction we can assume that the rank of $K_{n-1}(E(X)_v)$ is equal to the cardinality of $E$. Therefore, the rank of $K_n(E(X)) \geq$ the cardinality of $E$. Lemma (3.4) implies now that the rank of $K_n(F) \geq$ the cardinality of $F$. The inverse inequality follows from the definition of $K_n(F)$. \qed

**Corollary.** $K_n(\mathbb{C})$ is an uncountable uniquely divisible group for $n \geq 2$.

**Exercises.**

1. Show that the field $F'$ in Proposition (3.5) is not uniquely determined and is not a normal extension of $F$, in general. Show that for an extension $L/F$ of degree $p$ and the field $L' = LF'$ the pair $(L', L)$ does not possess, in general, all the properties formulated in Proposition (3.5) with respect to $L$.

2. Let $F$ be a complete discrete valuation field, and let $L$ be a normal extension of $F$ of finite degree. Show that the diagram

$$
\begin{array}{ccc}
K_n(L) & \xrightarrow{\partial} & K_{n-1}(L) \\
N_{L/F} \downarrow & & \downarrow N_{L/F} \\
K_n(F) & \xrightarrow{\partial} & K_{n-1}(F)
\end{array}
$$

is commutative.

3. Let $L$ be a finite extension of $F$, $\sigma$ an automorphism of $L$. Show that the diagram

$$
\begin{array}{ccc}
K_n(L) & \xrightarrow{\sigma} & K_n(\sigma L) \\
N_{L/F} \downarrow & & \downarrow N_{\sigma L/F} \\
K_n(F) & \xrightarrow{\sigma} & K_n(\sigma F)
\end{array}
$$

is commutative, where $\sigma: K_n(L) \to K_n(\sigma L)$ is induced by $\sigma: L^* \to (\sigma L)^*$.

4. Let $L$, $M$ be finite separable extensions of $F$ and

$$L \otimes M = \bigoplus_{\sigma} L \sigma(M),$$
5. \(\mathbf{\text{Let}}\) \(\alpha, \beta \in K\) \(\text{is commutative.}\)

\[ N_{M/F}(M) \xrightarrow{\text{gal}} K_n(L) \]

is commutative.

5. (\(\text{S. Rosset and J. Tate [RT]}\))

a) \(\text{Let} f(X), g(X) \text{ be relatively prime polynomials over } F. \text{ If } g \text{ is a monic irreducible polynomial of positive degree, } g(X) \neq X, \text{ then put}\)

\[
\left( \frac{f}{g} \right) = N_{F(\alpha)/F}(\alpha, f(\alpha)),
\]

where \(\alpha\) is a root of \(g(X)\). If \(g(X)\) is a constant or \(g(X) = X\), then put \(\left( \frac{f}{g} \right) = 0\).

If \(g = g_1g_2\) and \(g_1, g_2\) are relatively prime to \(f\) then put

\[
\left( \frac{f}{g_1g_2} \right) = \left( \frac{f}{g_1} \right) + \left( \frac{f}{g_2} \right).
\]

Show that \(\left( \frac{1}{g} \right) = \mathcal{N}_{E/F}(\alpha, \beta)\), where \(\alpha, \beta \in E^*, g(X) \in F[X]\) is the monic irreducible polynomial with the root \(\alpha\), and \(f(X) \in F[X]\) is the polynomial of minimal degree such that \(\mathcal{N}_{E/F}(\alpha, \beta) = f(\alpha)\).

For a polynomial \(p(X) = \alpha_nX^n + \cdots + \alpha_mX^m\) with \(\alpha_n, \alpha_m \neq 0, n \geq m\), put \(p^*(X) = \alpha_m^{-1}X^{-m}p(X), c(p) = (-1)^m\alpha_n\).

Prove the reciprocity law

\[
\left( \frac{f}{g} \right) = \left( \frac{g^*}{f} \right) - (c(g^*), c(f))
\]

b) \(\text{Let for } \alpha, \beta \in E^* \text{ the polynomials } f(X), g(X) \in F[X] \text{ be as in a). Put } g_0 = g, g_1 = f, \text{ and let } g_{i+1} \text{ be the remainder of the division of } g_i^{m+1} \text{ by } g_i \text{ if } g_i \neq 0 \text{ for } i \geq 1. \text{ Show that } g_m \neq 0, g_{m+1} = 0 \text{ for some } m \leq |E : F|, \text{ and that}\)

\[
\mathcal{N}_{E/F}(\alpha, \beta) = -\sum_{i=1}^{m} \{c(g_{i-1}^m), c(g_i)\}.
\]

In particular, \(\mathcal{N}_{E/F}(\alpha, \beta)\) is a sum of at most \(|E : F|\) symbols.

6. \(\text{Let the group } \mu_m \text{ of all } m \text{th roots of unity in } F^\text{sep} \text{ be contained in } F. \text{ Let } \alpha \in F^*, x \in K_n(F) \text{ and } x \in N_{F(\sqrt[\mu]{\alpha})/F}K_n(F(\sqrt[\mu]{\alpha})). \text{ Show that the element } \{\alpha \cdot x \in K_{n+1}(F) \text{ is } m\text{-divisible in } K_{n+1}(F). \text{ (The converse assertion for } n = 1 \text{ and arbitrary field } (\mu_m \text{ is not necessarily contained in } F) \text{ is true if } m \text{ is square-free and } \neq 0 \text{ in } F; \text{ see [Mil1, sect. 15]).}\)

7. \(\text{Let } \text{char}(F) = p \text{ and } |F : F^p| = p^{d}. \text{ Put } E = F^{1/p}. \text{ Then the homomorphism } g(\alpha) = \alpha^{1/p} \text{ is an isomorphism of } F^* \text{ onto } E^* \text{ and } j_{F/E}(\alpha) = g(\alpha^p). \text{ Show that the homomorphism } j_{F/E}: K_n(F) \to K_n(E) \text{ coincides with } p^n g: K_n(F) \to K_n(E). \text{ Show that the group } p^n K_n(F) \text{ is uniquely } p\text{-divisible for } n > d \text{ and } p^{d-1} K_n(F) = p^d K_n(F).\)
9. Let $\mathcal{F}$ be a Brauer field (see Exercise 4 in section 1 Ch. V). Show that $K_n(\mathcal{F})$ is a uniquely divisible group for $n \geq 2$, if $d(2) \neq 1$ (in terms of the same Exercise).

4. The Milnor Ring of a Local Field

In this section $\mathcal{F}$ is a local field with finite residue field $\mathbb{F}_q$ of characteristic $p$. We shall describe the Milnor groups of $\mathcal{F}$ using the Hilbert symbol. The main results are Theorems (4.3), (4.7) which together give a complete description of $K_2(\mathcal{F})$ and (4.11) which describes higher Milnor $K_n(\mathcal{F})$. The role of the Hilbert symbol is demonstrated in Theorem (4.3) and its Corollary, and in the end of the proof of Theorem (4.7). In (4.13) we briefly discuss how Milnor $K$-groups are involved in higher local class field theory.

**4.1. Lemma.** Let $\theta_1, \theta_2 \in \mu_{q-1} \subset \mathcal{F}$, $\varepsilon \in U_{1, \mathcal{F}}$. Then

$$\{\theta_1, \theta_2\} = \{\theta_1, \varepsilon\} = 0.$$ 

**Proof.** By (5.5) Ch. I the group $U_{1, \mathcal{F}}$ is uniquely $(q - 1)$-divisible. Then $\{\theta_1, \varepsilon\} = \{\theta_1^{q-1}, \eta\} = 0$, where $\eta^{q-1} = \varepsilon$, $\eta \in U_{1, \mathcal{F}}$.

Repeating the arguments of the proof of Proposition (1.3) using the relation $\theta^k + \theta^l - 1 \in U_{1, \mathcal{F}}$ instead of the equality $\theta^k = 1 - \theta^l$, we deduce that $\{\theta_1, \theta_2\} = 0$ for $\theta_1, \theta_2 \in \mu_{q-1}$. $\square$

**Proposition.** Let $\theta$ be a generator of $\mu_{q-1}$ and $(m, p) = 1$. Then the quotient group $K_2(\mathcal{F})/mK_2(\mathcal{F})$ is a cyclic group of order $d = (m, q - 1)$ and generated by $\{\theta, \pi\}$ mod $mK_2(\mathcal{F})$, where $\pi$ is a prime element in $\mathcal{F}$. The group $(q - 1)K_2(\mathcal{F})$ coincides with $l(q - 1)K_2(\mathcal{F})$ for $l \geq 1$ relatively prime to $p$. 
Proof. The $m$-divisibility of $U_{1,F}$ implies that $\{\alpha, \beta\} \in mK_2(F)$ for $\alpha \in U_{1,F}, \beta \in F^*$. Since $\{\pi, \pi\} = \{-1, \pi\}$, applying Proposition (5.4) Ch. I we deduce, that $\{\theta, \pi\}$ mod $mK_2(F)$ generates $K_2(F)/mK_2(F)$. The Hilbert symbol 
\[(\cdot, \cdot)_{q-1}: F^* \times F^* \to \mu_{q-1}\] 
is 2-symbolic by Proposition (5.1) Ch. IV, and hence determines the surjective homomorphism $H_{q-1}: K_2(F) \to \mu_{q-1}$. Therefore, $K_2(F)/(q - 1)K_2(F)$ is cyclic of order $q - 1$. \hfill $\Box$

(4.2). Proposition. If there are no nontrivial $p$th roots of unity in $F$, then $K_2(F) = pK_2(F)$. Otherwise $K_2(F)/pK_2(F)$ is of order $p$.

Proof. Since $\mu_{q-1}$ is $p$-divisible, we obtain that $K_2(F)/pK_2(F)$ is generated by symbols $\{\varepsilon_1, \varepsilon_2\}$, $\{\pi, \varepsilon\}$ mod $pK_2(F)$ with $\varepsilon_1, \varepsilon_2 \in U_{1,F}$, $\varepsilon_2 = 1 + \beta_2$ with $\beta_1 = \pi \gamma_1, \beta_2 = \pi \gamma_2, \gamma_1, \gamma_2 \in U_F$. Then 
\[
\{\varepsilon_1, \varepsilon_2\} = \{1 + \beta_1, -\beta_1(1 + \beta_2)\} = -\{1 + \beta_1 \beta_2(1 + \beta_1)^{-1}, -\beta_1(1 + \beta_2)\}
\]
Continue this calculation for $\varepsilon'_1 = 1 + \beta_1 \beta_2(1 + \beta_1)^{-1}$, $\varepsilon'_2 = -\gamma_1(1 + \beta_2)$ with the help of Lemma (4.1). We deduce that $\{\varepsilon_1, \varepsilon_2\} = \{\varepsilon, \eta\} + \{\varepsilon_3, \pi\}$ with $\varepsilon \in U_{k,F}$, $k > pe/(p - 1)$, where $e = e(F|\mathbb{Q}_p)$.

Let $\text{char}(F) = 0$. Then $\varepsilon \in F^{*p}$ by (5.8) Ch. I, and 
\[
\{\varepsilon_1, \varepsilon_2\} \equiv \{\varepsilon_3, \pi\} \mod pK_2(F).
\]
Thus, $K_2(F)/pK_2(F)$ is generated by symbols $\{\varepsilon, \pi\}, \varepsilon \in U_{1,F}$. Assume that $e/(p - 1)$ is an integer. Let $t = t(F)$ be the maximal integer such that $pe/(p - 1)$ is divisible by $p^t$, $e = pe/(p^t(p - 1))$. Using (6.5) Ch. I take the following generators of the quotient group $U_{1,F}/U_{1,F}^p$:
- $(1 - \theta \pi^i)^j$ for $1 \leq i < pe/(p - 1), (i, p) = 1, \theta \in R_0$, where $R_0$ is a subset in $\mu_{q-1}$ such that the residues of its elements form a basis of $\mathbb{F}_q$ over $\mathbb{F}_p$;
- $\omega_s = (1 - \theta_s \pi^{pe/(p - 1)})^{e_s}$ if $\mu_p \subset F^*$ and $\omega_s = 1$ if $\mu_p \not\subset F^*$, where $\theta_s$ is an element of $\mu_{q-1}$ such that $1 - \theta_s \pi^{pe/(p - 1)} \not\in U_{1,F}^p$.

Then by Lemma (4.1)
\[
\{\pi, (1 - \theta \pi^i)^j\} = \{\pi^i, 1 - \theta \pi^i\} = \{\pi^i, 1 - \theta \pi^i\} = 0,
\]
\[
p^t\{\pi, \omega_s\} = \{\theta_s \pi^{pe/(p - 1)}, 1 - \theta_s \pi^{pe/(p - 1)}\} = 0.
\]
This means that $K_2(F) = pK_2(F)$ if $\mu_p \not\subset F^*$. If $\mu_p \subset F^*$, then the Hilbert symbol $(\cdot, \cdot)_p: F^* \times F^* \to \mu_p$ induces the surjective homomorphism 
$H_p: K_2(F) \to \mu_p$. 
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Therefore, $K_2(F)/pK_2(F)$ is a cyclic group of order $p$ and generated by $\{\omega_s, \pi\}$ mod $pK_2(F)$.

Now let $\text{char}(F) = p$. Then the field $F^{1/p}$ is an inseparable extension of $F$ of degree $p$. The norm map

$$N_{F^{1/p}/F}: F^{1/p^*} \rightarrow F^*,$$

is surjective and

$$\{\alpha, \beta\} = \{N_{F^{1/p}/F}(\alpha^{1/p}), \beta\} = pN_{F^{1/p}/F}\{\alpha^{1/p}, \beta^{1/p}\}$$

in $K_2(F)$. Thus, $K_2(F) = pK_2(F)$ in this case. \qed

**Corollary.** The quotient group $K_2(F)/p^sK_2(F)$ is cyclic and generated by $\{\omega_s, \pi\}$ mod $p^sK_2(F)$ for $s \geq 1$ if $\text{char}(F) = 0$, $\mu_p \subset F^*$. Otherwise $K_2(F) = p^sK_2(F)$.

**Theorem (C. Moore).** Let $m$ be the cardinality of the torsion group in $F^*$. Then the $m$th Hilbert symbol $(\cdot, \cdot)_m$ induces the exact sequence

$$0 \rightarrow mK_2(F) \rightarrow K_2(F) \rightarrow \mu_m \rightarrow 1$$

which splits: $K_2(F) \cong \mu_m \oplus mK_2(F)$. The group $mK_2(F)$ is divisible.

**Proof.** Let $m = p^r(q - 1)$, $r \geq 0$, and let $\zeta_m$ be a primitive $m$th root of unity in $F$. Assume that $r \geq 1$. Then $\zeta_m^{q-1}$ is a primitive $p^r$th root of unity. By property (6) of Proposition (5.1) Ch. IV there is an element $\alpha \in F^*$ such that $(\zeta_m^{q-1}, \alpha)_p \neq 1$. Then $\{\zeta_m^{q-1}, \alpha\}$ mod $pK_2(F)$ generates $K_2(F)/pK_2(F)$ and so $\{\zeta_m^{q-1}, \alpha\}$ mod $p^sK_2(F)$ generates the quotient group $K_2(F)/p^sK_2(F)$. Since $p^r(\zeta_m^{q-1}, \alpha) = \{1, \alpha\} = 0$, we obtain that

$$p^rK_2(F) = p^{s+1}K_2(F),$$

and $K_2(F)/p^rK_2(F)$ is a cyclic group of order $\leq p^r$. On the other hand, the Hilbert symbol $(\cdot, \cdot)_p$ induces the surjective homomorphism

$$H_p: K_2(F) \rightarrow \mu_{p^r}.$$ 

Therefore, $K_2(F)/p^rK_2(F)$ is a cyclic group of order $p^r$ if $r \geq 1$.

Now Proposition (4.1) implies that $K_2(F/mK_2(F)$ is a cyclic group of order $m$ and generated by $\{\zeta_m, \beta\}$ mod $mK_2(F)$ for some $\beta \in F^*$. We also deduce that $mK_2(F) = lmK_2(F)$ for $l \geq 1$. This means that $mK_2(F)$ is divisible and the exact sequence of the Theorem splits. \qed

**Corollary.** Let $A$ be a finite group, and let $f: K_2(F) \rightarrow A$ be a homomorphism. Then $f(mK_2(F)) = 1$ and there is a homomorphism $g: \mu_m \rightarrow A$ such that $f = g \circ H_m$. 

4. The Milnor Ring of a Local Field

Proof. Let $n$ be the order of $A$. Then $nK_2(F) \subset \ker(f)$ and

$$nK_2(F) \cong \mu_m^n \oplus mK_2(F).$$

Therefore, the order of $K_2(F)/nK_2(F)$ is a divisor of $m$. Let $x \mod nK_2(F)$ generate $K_2(F)/nK_2(F)$ and $g: \mu_m \rightarrow A$ be a homomorphism such that $f(x) = g(H_m(x))$. Then $f = g \circ H_m$. \hfill \Box

(4.4). Our nearest purpose is to verify that $mK_2(F)$ is in fact a uniquely divisible group. The following assertion will be useful in the study of $l$-torsion in $K_2(F)$ for $l$ relatively prime to $p$.

Lemma. Let $l$ be a prime, $q - 1$ divisible by $l$. Let $\theta \in \mu_{q-1}$, $\varepsilon \in U_{1,F}$. Then

$$\{1 - \theta \varepsilon^l, \varepsilon\} = 0 \text{ in } K_2(F).$$

Proof. Put $L = F(\sqrt[l]{\theta})$. Then $L/F$ is a cyclic extension of degree $l$ or $L = F$. We get

$$1 - \theta \varepsilon^l = \prod_{i=1}^{l}(1 - \zeta_l^i \theta_1 \varepsilon),$$

where $\theta_1 \in L$, $\theta_1^l = \theta$, and $\zeta_l$ is a primitive $l$th root of unity in $F$. If $L = F$, then

$$\{1 - \theta \varepsilon^l, \varepsilon\} = - \sum_{i=1}^{l}(1 - \zeta_l^i \theta_1 \varepsilon, \zeta_l^i \theta_1),$$

and $\zeta_l^i \theta_1 \in \mu_{q-1}$, $1 - \zeta_l^i \theta_1 \varepsilon \in \mu_{q-1}U_{1,F}$. Lemma (4.1) implies now that $\{1 - \theta \varepsilon^l, \varepsilon\} = 0$. If $L \neq F$, then $1 - \theta \varepsilon^l = N_{L/F}(1 - \theta \varepsilon)$ and

$$\{1 - \theta \varepsilon^l, \varepsilon\} = N_{L/F}\{1 - \theta_1 \varepsilon, \varepsilon\} = -N_{L/F}\{1 - \theta_1 \varepsilon, \theta_1\}. \hfill \Box

$$

Let $\mu$ denote the group $\mu_{2(q-1)}$ for $p = 2$ and the group $\mu_{q-1}$ for $p > 2$. Then $-1 \in \mu$.

Proposition (Carroll). Let $l$ be prime, $q - 1$ divisible by $l$. Let $lx = 0$ for some $x \in K_2(F)$. Then $x = \{\gamma, \alpha\}$ for some $\gamma \in \mu$, $\alpha \in F^\ast$.

Proof. Introduce the map $f: F^\ast \times F^\ast \rightarrow K_2(F)/C$, where $C$ is the subgroup in $K_2(F)$ generated by $\{\gamma, \alpha\}$ with $\gamma \in \mu$, $\alpha \in F^\ast$, by the formula

$$f(\alpha_1, \alpha_2) = \{\pi_i(\varepsilon_{1}^{\alpha_1} \varepsilon_{2}^{\alpha_2})^{1/l} + \varepsilon_{1}^{\alpha_1} \varepsilon_{2}^{1/l}\} \text{ mod } C,$$

where $\alpha_1 = \pi^{\alpha_1} \theta_1 \varepsilon_1$, $\alpha_2 = \pi^{\alpha_2} \theta_2 \varepsilon_2$, $\theta_1, \theta_2 \in \mu_{q-1}$, $\varepsilon_1, \varepsilon_2 \in U_{1,F}$. Note that $f$ is well-defined, because the element $\varepsilon^{1/l} \in U_{1,F}$ for $\varepsilon \in U_{1,F}$ is uniquely determined. First we verify that $f$ is 2-symbolic. Indeed, $f$ is multiplicative, because the expression $(\varepsilon_{1}^{\alpha_1} \varepsilon_{2}^{\alpha_2})^{1/l}$ depends multiplicatively on $\alpha_1, \alpha_2$. Next, if $p > 2$, then $-1 \in \mu_{q-1}$.
and \( f(\alpha_1, -\alpha_1) \in C \). If \( p = 2 \) and \( \alpha_2 = -\alpha_1 \), then \( \varepsilon_2 = -\varepsilon_1 \), \( \varepsilon_2^{1/2} = -\varepsilon_1^{1/2} \), and \( f(\alpha_1, -\alpha_1) \in C \). Now let \( \alpha_2 = 1 - \alpha_1 \). If \( \alpha_1 > 0 \), then \( 1 - \alpha_1 = \varepsilon_2 \) and

\[
f(\alpha_1, 1 - \alpha_1) = \begin{cases} \pi, & (1 - \pi^{a_1} \theta \varepsilon_1))^{a_1/2} \\ \varepsilon_1, & (1 - \pi^{a_1} \theta \varepsilon_1)^{1/2} \end{cases} \mod C.
\]

But \( \pi^{a_1} \varepsilon_1, (1 - \pi^{a_1} \theta \varepsilon_1)^{1/2} \) = \( \pi^{a_1} \varepsilon_1, (1 - \pi^{a_1} \theta \varepsilon_1)^{1/2} \) by Lemma (4.1). Then by the preceding Lemma we deduce that \( f(\alpha_1, 1 - \alpha_1) \in C \). If \( \alpha_1 = 0 \) and \( \alpha_2 = 0 \), then \( \alpha_1 = \theta \varepsilon_1, 1 - \alpha_1 = \theta \varepsilon_2 \) and, likewise,

\[
f(\alpha_1, 1 - \alpha_1) = \begin{cases} \varepsilon_1, & \varepsilon_1^{1/2} = (1 - \theta \varepsilon_2, \varepsilon_2^{1/2}) \end{cases} \mod C.
\]

If \( \alpha_1 < 0 \) then

\[
f(\alpha_1, 1 - \alpha_1) = -f(\alpha_1^{-1}, 1 - \alpha_1) \equiv -f(\alpha_1^{-1}, 1 - \alpha_1^{1/2}) \mod C.
\]

Thus, \( f \) induces the homomorphism \( f: K_2(F) \rightarrow K_2(F)/C \). We observe that

\[
\{\alpha_1, \alpha_2\} = \{\pi, \varepsilon_1^{a_1, a_2}\} \mod C
\]

by Lemma (4.1). Therefore, \( lf(x) \equiv f(x) \mod C \) for \( x \in K_2(F) \). This means that the condition \( lx = 0 \) implies \( x \in C \).

**Corollary.** Let \( q - 1 \) be divisible by \( l \). Let \( lx = 0 \) for \( x \in K_2(F) \). Then \( x = \{\zeta_l, \pi\} \)

for some \( l \)th root of unity \( \zeta_l \), where \( \pi \) is prime in \( F \).

**Proof.** First assume that \( l \) is prime. If \( p \geq 2 \), then \( \mu = \mu_{q - 1} \) and the Proposition (4.1) and Lemma (4.1) imply \( x = \{\theta, \pi^a\} \) for a generator \( \theta \) of \( \mu_{q - 1} \) and an integer \( a \). Proposition (4.1) shows that \( lx \) is divisible by \( q - 1 \), therefore \( x = \{\zeta_l, \pi\} \) for \( \zeta_l = \theta^a \in \mu_{q - 1} \). If \( p = 2 \) then by the same arguments we obtain \( x = \{\theta, \pi^a\} + \{-1, \alpha\} \) for some \( \alpha \in F^* \). Then \( 0 = \{\theta^l, \pi^a\} + \{-1, \alpha\} \). As the order of \( \{\theta, \pi^a\} \) is relatively prime to the order of \( \{-1, \alpha\} \), we conclude that \( \{-1, \alpha\} = a \{\theta, \pi\} = 0 \) and \( x = \{\zeta_l, \pi\} \) for \( \zeta_l = \theta^a \in \mu_{q - 1} \).

Now let \( l = l_1l_2, \ l_1 > 1, l_2 > 1 \). We may suppose by induction that \( l_1x = \{\zeta_{l_1}, \pi\} \) for some \( \zeta_{l_1} \in \mu_{l_1} \). Then \( l_1(x - \{\zeta, \pi\}) = 0 \) for \( \zeta \in \mu_{l_1} \) with \( \zeta^{l_1} = \zeta_{l_2} \). Hence, \( x = \{\zeta, \pi\} + \{\zeta_{l_1}, \pi\} = \{\zeta_l, \pi\} \) for a suitable root \( \zeta_l \).

**Remark (4.5).** Now we formulate without proof the following assertion due to J.Tate ([T6]):

Let \( \text{char}(F) = 0, \mu_{p} \subset F^* \) and \( px = 0 \) for \( x \in K_2(F) \). Then \( x = \{\zeta_p, \alpha\} \) for some \( \zeta_p \in \mu_{p}, \alpha \in F^* \).

A discussion of Tate’s proof of this assertion would have involved introducing theories out of the scope of this book. It would be interesting to verify this assertion in an elementary way in the context of this book. Note that a theorem of A.A. Suslin asserts that
For an arbitrary field $F$ and $l$ relatively prime to $\text{char}(F)$, $\mu_l \subset F^*$, the equality $lx = 0$ in $K_2(F)$ implies $x = \{\zeta_l, \alpha\}$ for some $\zeta_l \in \mu_l$, $\alpha \in F^*$ ([Sus 3]).

(4.6). For a Theorem of A.S. Merkur’ev to follow it is convenient first to prove

**Proposition.** Let $m = p^e(q-1)$ be the cardinality of the torsion group in $F^*$, $r \geq 1$. Let $2r - 1 \geq t$, where $t$ is the maximal integer such that $pe/(p-1)$ is divisible by $p^t$, $e = e(F/Q_p)$. Let $\zeta_{pr^t}$ be a primitive $p^t$ th root of unity and $\zeta_{pr^t} \notin U^{e}U_{e+1,F}$. Then the condition $\{\zeta_{pr^t}, \pi\} \in p^{r}K_2(F)$ for a prime $\pi$ in $F$ implies $\{\zeta_{pr^t}\} = 0$ for $\zeta_{pr^t} \in \mu_p$.

**Proof.** Take the generators of $U_{1,F}/U_{1,F}^p$ as in the proof of the Proposition (4.2). Let \[ \zeta_{pr^t} = \prod (1 - \theta_{ij} \pi^i)^{a_{ij}}(1 - \theta_s \pi^{pe/(p-1)})^{e+1} \]
with $1 \leq i < pe/(p-1)$, where $i$ is relatively prime to $p$, $a_{ij}$, $a \in \mathbb{Z}_p$. Then \[ \{\zeta_{pr^t}, \pi\} = \{(1 - \theta_s \pi^{pe/(p-1)})^{e+1}, \pi\}, \]
and using Corollary (4.2) we obtain that $a \in p^r \mathbb{Z}_p$.

Our goal is to show that there exists a prime element $\pi_1$ in $F$ such that $\pi_1 \pi^{-1} \in U_{1,F}^p$ and \[ \zeta_{pr^t} = \prod (1 - \theta_{ij} \pi^i)^{b_{ij}}(1 - \theta_s \pi^{pe/(p-1)})^{e+b} \]
with $1 \leq i < pe/(p-1)$, where $i$ is relatively prime to $p$, $b_{ij}$, $b \in \mathbb{Z}$ and $b$ is divisible by $p^t$. From this assertion we deduce that \[ \{\zeta_{pr^t}, \pi\} = \{\zeta_{pr^t}, \pi_1\} = e, b_{pr^t} - 1\{1 - \theta_s \pi^{pe/(p-1)}, \pi_1\} = 0, \]
because $bp^{r-1}$ is divisible by $p^t$ and $p^t\{1 - \theta_s \pi^{pe/(p-1)}, \pi_1\} = 0$.

To prove the assertion note that, since $pe/(p-1) \geq e + 1$ and $\zeta_{pr^t} \notin U_{e+1,F}U_{1,F}$, there is $i \leq e$ such that $a_{ij}$ is relatively prime to $p$. Let $i_0 \leq e$ be the minimal number among all $i$. Consider the element \[ \alpha = \sum i^2 \theta_{ij} \alpha_{ij} \pi^i \frac{a_{i} \theta_s \pi^{pe/(p-1)}}{1 - \theta_s \pi^{pe/(p-1)}} \cdot \left( \sum j \theta_j \alpha_{ij} \theta_i \right) \pi_{i_0} \mod \pi^{i_0+1}. \]
For $i < i_0$ we get $i \in p \mathbb{Z}_p$ and hence \[ \alpha \equiv \sum j \theta_j \alpha_{ij} \theta_i \pi_{i_0} \mod \pi^{i_0+1}. \]
Recall that $\theta_{ij} \in R_0$ (see the proof of Proposition (4.2)). Then we obtain that \[ \sum i_0 a_{ij} \theta_i \theta_{i_0} \neq 0 \mod \pi \quad \text{and} \quad v_F(\alpha) = i_0. \]

Put \[ f(X) = \zeta_{pr^t} - \prod (1 - \theta_{ij} \pi^i)^{b_{ij}}(1 - \theta_s X^{pe/(p-1)})^{e+b} \]
with \( b_{ij}, b \in \mathbb{Z} \). If \( v_p(b_{ij} - a_{ij}) \to +\infty, v_p(b - a) \to +\infty \), where \( v_p \) is the \( p \)-adic valuation, then \( v_p(f(\pi)) \to +\infty \) and \( v_p(f'(\pi) - \alpha \pi^{-1} \xi_p) \to +\infty \). In particular, for \( n \geq \text{pe}/(p - 1) + 1 \) there are integer \( b_{ij}, b \) such that \( v_F(f(\pi)) \geq 2n + 1 \) and \( v_F(f'(\pi)) \leq n \). Corollary 3 of (1.3) Ch. II implies now that there exists an element \( \pi_1 \in F \) such that \( \pi_1 \pi^{-1} \in U_n,F \subset U_{1,F}^p \) and \( f(\pi_1) = 0 \). Then \( \pi_1 \) is prime and is the desired element. \( \square \)

**Theorem (Merkur'ev).** The group \( mK_2(F) \) of Theorem (4.3) is an uncountable uniquely divisible group.

**Proof.** \( K_2(F) \) is uncountable by Proposition (3.9), because \( F \) and \( \delta(F) \) are uncountable.

First we verify that the group \( mK_2(F) \) has no nontrivial \( l \)-torsion for a prime \( l \neq p \). If \( \mu_l \subset F^* \) and \( lx = 0 \) for \( x \in mK_2(F) \), then by Corollary (4.4) we get \( x = \{ \zeta_i, \pi \} \) for some \( \zeta_i \in \mu_l \) and a prime \( \pi \). Then Proposition (4.1) shows \( x = 0 \). If \( \mu_l \not\subset F^* \), then put \( F_1 = F(\mu_l) \). Assume that \( lx = 0 \) for \( x \in mK_2(F) \). The divisibility of \( mK_2(F) \) implies the existence of \( y \in K_2(F) \) such that \( x = m_L y \), where \( m_L \) is the cardinality of the torsion group of \( F^*_1 \). Then \( lm_L y/F_1(y) = 0 \) and \( m_L y/F_1(y) = 0 \). By Lemma (3.4) we obtain \( m_L |F_1 : F| y = 0 \). Thus, the order of \( x \) divides \( l \) and \( |F_1 : F| < l \), and hence \( x = 0 \).

It remains to verify that there is no nontrivial \( p \)-torsion in \( mK_2(F) \). If char\((F) = p\), then \( \{ \alpha, \beta \} = pN_{F^{1/p}} / F_{}^{\{ \alpha^{1/p}, \beta^{1/p} \}} \). The map

\[
f : F^* 

\times \times F^* = \K_2(F), \quad (\alpha, \beta) \mapsto N_{F^{1/p}} / F_{}^{\{ \alpha^{1/p}, \beta^{1/p} \}}
\]

is multiplicative, and \( f(\alpha, 1 - \alpha) = N_{F^{1/p}} / F_{}^{\{ \alpha^{1/p}, 1 - \alpha^{1/p} \}} = 0 \). Therefore, \( f \) induces the homomorphism \( f : K_2(F) \to K_2(F) \) such that \( p f(x) = f(p x) = x \) for \( x \in K_2(F) \). This means that \( K_2(F) \) has no nontrivial \( p \)-torsion.

Now we treat the most difficult case of char\((F) = 0\). Suppose that for some finite extension \( L/F \) the group \( m_L K_2(L) \) is uniquely divisible, where \( m_L \) is the cardinality of the torsion group of \( L^* \). Then if \( x \in mK_2(F) \) and \( px = 0 \) we obtain \( x = [L : F]m_{LY} \) for some \( y \in K_2(F) \) and \( p |L : F| y = 0 \). Hence, \( x = N_{L/F} y / L(m_{LY}) = 0 \) and \( mK_2(F) \) is uniquely divisible. Therefore, we can replace the field \( F \) by its proper finite extension. More specifically, we take the field \( L = F^{(k)} \) of the following

**Proposition.** Put \( F^{(m)} = F^{(\mu_k)} \). Let \( r_m \) denote the maximal integer such that \( \mu_{p^m} \) is contained in \( F^{(m)} \), and let \( t_m \) be the maximal integer for which \( pe(1/F^{(m)} | Q_p) \) is divisible by \( p^m \). Then there exists a natural \( k \geq 1 \), such that extensions \( F^{(k+m)} / F^{(k)} \) are totally ramified of degree \( p^m \), \( m \geq 1 \) and \( 2r_k \geq t_k + 1 \), \( \mu_{p^k} \not\subset U_{F^{(k)}_{1/F}} U_{e+1,F^{(k)}} \), where \( e = e(1/F^{(k)}) | Q_p \).
Proof. Since \( F^{(m)} \supset \mathbb{Q}_p^{(m)} \), we get \( e(F^{(m)}|\mathbb{Q}_p) \in (p - 1)p^{r_m - 1}\mathbb{Z} \) by (1.3) Ch. IV. Hence, \( t_m \geq r_m - 1 \). If \( r_{m+1} = r_m \), then \( F^{(m+1)} = F^{(m)} \) and \( t_{m+1} = t_m \); if \( r_{m+1} > r_m \) then \( F^{(m+1)}/F^{(m)} \) is of degree \( p \) and \( t_{m+1} \leq t_m + 1 \). Therefore, in any case \( t_m - r_m \geq -1 \), and \( t_m - r_m \) does not increase when \( m \) increases. This means that there is a natural \( n \) such that \( r_{n+m} = r_{n+m+1} + 1 \), \( t_{n+m} = t_{n+m+1} + 1 \) for \( m \geq 1 \), \( r_n = n \) and \( 2r_{n+m} \geq t_{n+m+1} + 1 \) for \( m \geq 0 \). We obtain that \( F^{(n+m)}/F^{(n)} \) is a totally ramified extension of degree \( p^m \).

We next show that, for a sufficiently large \( m \),

\[(\ast) \quad N_{F^{(n+m)}/F^{(n)}} U_{e_{n+m+1}, F^{(n+m)}} \subset U^p_{F^{(n)}},\]

where \( e_{n+m} = e(F^{(n+m)}/\mathbb{Q}_p) \).

Then if \( \mu_{p^{n+m}} \subset U^p_{F^{(n+m)}} U_{e_{n+m+1}, F^{(n+m)}} \) we would have

\[\mu_{p^n} = N_{F^{(n+m)}/F^{(n)}} \mu_{p^{n+m}} \subset U^p_{F^{(n)}},\]

which is impossible in view of the choice of \( n \). Thus, we deduce that the assertion of the Proposition holds for \( k = n + m \).

To verify \((\ast)\) write \( \varepsilon \in U_{e_{n+m+1}, F^{(n+m)}} \) as \( \varepsilon = 1 + p\alpha \) with \( \alpha \in M_{F^{(n+m)}} \). Then the formula of Lemma (1.1) Ch. III implies the congruence

\[N_{F^{(n+m)}/F^{(n)}} \varepsilon \equiv 1 + p \text{Tr}_{F^{(n+m)}/F^{(n)}}(\alpha) \mod \pi_n^{p^n/(p-1)+1},\]

where \( \pi_n \) is prime in \( F^{(n)} \) because \( p^2 \in \pi_n^{p^n/(p-1)}\mathbb{O}_{F^{(n)}} \). Therefore, it suffices to verify that \( \text{Tr}_{F^{(n+m)}/F^{(n)}}(\mathbb{O}_{F^{(n+m)}}) \to 0 \) as \( m \to +\infty \).

Put \( \beta = \text{Tr}_{F^{(n+m)}/F^{(n)}}(\alpha) \in \mathbb{O}_{F^{(n)}} \). Let \( i = [e_n^{-1} v_{F^{(n)}}(\beta)] \). Then there exists \( \delta \in \mathbb{Z}_p \) with \( v_{F^{(n)}}(\delta) = (i + 1) e_n \). For \( \gamma = \delta \beta^{-1} \) we get \( 0 < v_F(\gamma) \leq e_n \). \( \gamma \beta \in \mathbb{Z}_p \).

Put \( d_n = |F^{(n)} : \mathbb{Q}_p| \). Then \( e_n \leq d_n \) and

\[\text{Tr}_{F^{(n+m)}/\mathbb{Q}_p}(\gamma \alpha) = \text{Tr}_{F^{(n)}/\mathbb{Q}_p}(\gamma \text{Tr}_{F^{(n+m)}/F^{(n)}}(\alpha)) = d_n \gamma \beta.\]

Hence

\[\text{Tr}_{F^{(n+m)}/F^{(n)}}(\alpha) = d_n^{-1} \gamma^{-1} \text{Tr}_{\mathbb{Q}_p^{(n+m)}/\mathbb{Q}_p}(\text{Tr}_{F^{(n+m)}/\mathbb{Q}_p}(\gamma \alpha)).\]

Therefore, it remains to show that

\[\text{Tr}_{\mathbb{Q}_p^{(m)}/\mathbb{Q}_p}(\mathbb{Q}_p^{(m)}) \to 0 \quad \text{as} \quad m \to +\infty.\]

By (1.3) Ch. IV \( \mathbb{O}_{\mathbb{Q}_p^{(m)}} = \mathbb{O}_{\mathbb{Q}_p}[\zeta_{p^m}] \). Now, since

\[\text{Tr}_{\mathbb{Q}_p^{(m)}/\mathbb{Q}_p}(\mu_{p^m}) \to 0 \quad \text{as} \quad m \to +\infty\]

(it is straightforward to compute the coefficient of \( X^{p^m-1} \) in the polynomial \( f_m(X) \) of (1.3) Ch. IV), we obtain the required assertion \((\ast)\) and complete the proof. \(\square\)
Returning to the proof of the Theorem, we set \( L = F^{(k)} \). Let \( px = 0 \) for \( x \in m_L K_2(L) \). By (4.5) we get \( x = \{\zeta_p, \alpha_0\} \) for some \( \zeta_p, \alpha_0 \in L^* \). Let \( m_L = p^r (q - 1), r \geq 1 \). As \( \{\zeta_p, \alpha_0\} \in p^r K_2(L) \), we deduce with the help of Corollary (4.2) that \( \{\zeta_p, \alpha_0\} \in p K_2(L) \) for an element \( \zeta_p \in \mu_p \) with \( \zeta_p^{-1} = \zeta_p \). Since \( \zeta_p \notin L^* \), we conclude, by the same arguments as in the proof of Theorem (4.3), that \( \{\zeta_p, \alpha\} \mod p^r K_2(L) \) generates \( K_2(L)/p^r K_2(L) \) for some \( \alpha \in L^* \). This means that \( \{\zeta_p, \alpha_0 \alpha^{-c}\} \in p^r K_2(L) \) for some \( c \in \mathbb{Z} \). If \( \alpha_0 \alpha^{-c} \) is prime in \( L \), then Proposition (4.6) implies \( x = \{\zeta_p, \alpha_0\} = \{\zeta_p, \alpha_0 \alpha^{-c}\} = 0 \). If this is not the case, then let \( \pi_0 \) be a prime element in \( L \) belonging to the norm subgroup \( N_{F(L^2)}/L^{(2r)n} \). Property (5) of Proposition (5.1) Ch. IV shows that \( \{\zeta_p, \alpha_0\} = 1 \). Then by Theorem (4.3) we deduce \( \{\zeta_p, \pi_0\} \in p^r K_2(L) \) and by Proposition (4.6) \( \{\zeta_p, \pi_0\} = 0 \). Let \( s \) be an integer such that \( \pi_0^s \alpha_0 \alpha^{-c} \) is prime in \( L \). Then \( \{\zeta_p, \pi_0^s \alpha_0 \alpha^{-c}\} \in p^r K_2(L) \) and by Proposition (4.6) \( \{\zeta_p, \pi_0^s \alpha_0 \alpha^{-c}\} = 0 \). Thus, \( x = \{\zeta_p, \alpha_0\} = \{\zeta_p, \pi_0^s \alpha_0 \alpha^{-c}\} - s\{\zeta_p, \pi_0\} = 0 \). This completes the proof. \( \square \)

(4.8). The rest of this section is concerned with the Milnor \( K_n \)-groups of \( F \) for \( n \geq 3 \).

**Proposition.** Let \( L/F \) be an abelian extension of finite degree. Then the norm map \( N_{L/F}: K_2(L) \rightarrow K_2(F) \) is surjective.

**Proof.** Let \( d = [L : F] \). It suffices to prove the assertion for a prime \( d \). If \( d \) is relatively prime to \( m \), where \( m \) is the cardinality of the torsion group in \( F^* \), then by Theorem (4.3)

\[
dK_2(F) \simeq mK_2(F) \oplus \mu_m^d \simeq mK_2(F) \oplus \mu_m \simeq K_2(F),
\]

and \( K_2(F) = N_{L/F}(j_{F/L} K_2(F)) \) by Theorem (3.8). Let \( m \) be divisible by \( d \). The norm subgroup \( N_{L/F} L^* \) is of index \( d \) in \( F^* \), according to (1.5) Ch. IV. Since the index of \( F^{*d} \) in \( F^* \) is \( > d \), there exists an element \( \alpha \in N_{L/F} L^* \), \( \alpha \notin F^{*d} \). Property (6) of Proposition (5.1) Ch. IV shows that \( (\alpha, \beta)_d \neq 1 \) for some \( \beta \in F^* \). Therefore, \( \{\alpha, \beta\} \mod d K_2(F) \) generates the cyclic group \( K_2(F)/d K_2(F) \) and \( \{\alpha, \beta\} \in N_{L/F} K_2(L) \). Since \( d K_2(F) = N_{L/F}(j_{F/L} K_2(F)) \), we deduce \( K_2(F) = N_{L/F} K_2(L) \). \( \square \)

(4.9). **Proposition.** Let \( l \) be relatively prime to \( \text{char}(F) \), \( \mu_l \subset F^* \). Let \( L/F \) be a cyclic extension of degree \( l \), \( \sigma \) a generator of \( \text{Gal}(L/F) \), and \( \sigma: K_2(L) \rightarrow K_2(L) \) the homomorphism induced by \( \sigma \). Then the sequence

\[
K_2(L) \xrightarrow{1-\sigma} K_2(L) \xrightarrow{N_{L/F}} K_2(F)
\]

is exact.
**Proof.** By Theorem (4.3) the groups \( K_2(L)/lK_2(L) \), \( K_2(F)/lK_2(F) \) are cyclic of order \( l \). The preceding Proposition implies now that the homomorphism

\[
K_2(L)/lK_2(L) \to K_2(F)/lK_2(F)
\]

induced by the norm map \( N_{L/F} \) is an isomorphism. Therefore, if \( N_{L/F}(x) = 0 \) for \( x \in K_2(L) \), then \( x = ly \) for some \( y \in K_2(L) \) and \( lN_{L/F}(y) = 0 \). By subsections (4.4) and (4.5) \( N_{L/F}(y) = \{ \zeta_l, \alpha \} \), for some \( \alpha \in F^* \) and a primitive \( l \)th root \( \zeta_l \) of unity. By Theorem (3.8) we get

\[
j_{F/L}N_{L/F}(y) = (1 + \cdots + \sigma^{l-1})y = j_{F/L}\{ \zeta_l, \alpha \}.
\]

Let \( L = F(\sqrt[l]{\beta}) \). Then we may assume \( \zeta_l = \beta/\sigma(\beta) \). We obtain

\[
x = ly = (l - 1 - \cdots - \sigma^{l-1})y + (1 - \sigma)\{ \beta, \alpha \}
\]

\[
= (1 - \sigma)((\sigma^{l-2} + 2\sigma^{l-3} + \cdots + l - 1)y + \{ \beta, \alpha \}).
\]

Conversely, \( N_{L/F}(1 - \sigma)x = 0 \) for \( x \in K_2(L) \) by Theorem (3.8).

**Remark.** The assertion of the Proposition, so-called “Satz 90” for \( K_2 \)-groups, holds for arbitrary fields (Merkur’ev-Suslin, [MS]).

**Proposition.** Let \( l \) be prime, \( \mu_l \subset F^* \). Then \( \{ \zeta_l \} \cdot x = 0 \) in \( K_3(F) \) for \( x \in K_2(F) \), \( \zeta_l \in \mu_l \).

**Proof.** If \( q - 1 \) is divisible by \( l \), then Proposition (4.1) implies that \( \{ \zeta_l \} \cdot x = \{ \zeta_l, \zeta_{q-1}, \alpha \} \) for some \( \alpha \in F^* \) and Lemma (4.1) shows that \( \{ \zeta_l \} \cdot x = 0 \). If \( l = p \) and \( p \neq 2 \), \( m = p^r(q - 1) \), then \( \{ -\zeta_{p^r}, \alpha \} \mod pK_2(F) \) generates the quotient group \( K_2(F)/pK_2(F) \) for a primitive \( p^r \)th root of unity \( \zeta_{p^r} \) and some \( \alpha \in F^* \). Therefore, \( \{ \zeta_p \} \cdot x = \{ \zeta_p, -\zeta_{p^r}, \alpha^c \} \) for some integer \( c \) and \( \{ \zeta_p \} \cdot x = p^{r-1}\{ \zeta_{p^r}, -\zeta_{p^r}, \alpha^c \} = 0 \).

Finally, if \( l = p = 2 \), then \( \{ -1 \} \cdot x = \{ -1, \zeta_2, \alpha \} \) for some \( \alpha \in F^* \). If \( r > 1 \), then \( \{ -1, \zeta_2 \} = 2^{r-1}\{ \zeta_2, \zeta_2 \} = 2^{r-1}\{ -1, \zeta_2 \} = 0 \). If \( r = 1 \), then \( x = N_{F(\sqrt{-1})/F}\{ -1 \} \cdot y \) for some \( y \in K_2(F(\sqrt{-1})) \), by Proposition (4.8). Then \( \{ -1 \} \cdot x = N_{F(\sqrt{-1})/F}\{ -1 \} \cdot y \) and \( \{ -1 \} \cdot y = 0 \) in \( K_2(F(\sqrt{-1})) \).

**Theorem (Sivitskii).** The group \( K_n(F) \) is an uncountable uniquely divisible group for \( n \geq 3 \).

**Proof.** First we assume that \( \mu_l \subset F^* \), and that \( l \) is relatively prime to \( \text{char}(F) \). Define the map \( f: F^* \times \cdots \times F^* \to K_n(F) \) by the formula

\[
f(\alpha_1, \ldots, \alpha_n) = N_{F(\sqrt[l]{\alpha_1})/F}(\{ \alpha \} \cdot x \cdot \{ \alpha_4, \ldots, \alpha_n \}),
\]

where \( x \in K_2(F(\sqrt[l]{\alpha_1})) \) with \( N_{F(\sqrt[l]{\alpha_1})/F}(x) = \{ \alpha_2, \alpha_3 \} \) ( \( x \) exists by Proposition (4.8)), \( \alpha \in F(\sqrt[l]{\alpha}) \) with \( \alpha^l = \alpha_1 \). By Proposition (4.10) \( f \) does not depend on the
choice of $\alpha$. Moreover, if $N_{F(\sqrt[n]{\alpha})/F}x = N_{F(\sqrt[n]{\alpha})/F}y$, then $x - y = \sigma(z) - z$ for some $z \in K_2(F(\sqrt[n]{\alpha}))$ by Proposition (4.9), where $\sigma$ is a generator of $\text{Gal}(F(\sqrt[n]{\alpha})/F)$. Then

$$\{\alpha\} \cdot (x - y) = (\sigma - 1)(\{\alpha\} \cdot z) + \{\alpha \sigma(\alpha^{-1})\} \cdot \sigma(z),$$

and

$$N_{F(\sqrt[n]{\alpha})/F}((\{\alpha\} \cdot (x - y))) = \{\zeta\} \cdot N_{F(\sqrt[n]{\alpha})/F}(z) = 0,$$

by Theorem (3.8) and Proposition (4.10), where $\zeta = \alpha \cdot \sigma(\alpha^{-1}) \in \mu_1$. Thus, the map $f$ is well defined.

Furthermore, the map $f$ is multiplicative on $\alpha_4, \ldots, \alpha_n$. It is also multiplicative on $\alpha_2, \alpha_3$, because if $\alpha_2 = \alpha_2', \alpha_3 = \alpha_3'$, then $x = x' + x''$ and $f(\alpha_1, \alpha_2', \alpha_3') = f(\alpha_1, \alpha_2, \alpha_3)$.

Let $\alpha = \alpha_1' \alpha_2' \alpha_3'$ and $L = F(\sqrt[n]{\alpha_1'}, \sqrt[n]{\alpha_2'})$. Then $\{\alpha_2', \alpha_3'\} = N_{L/F}y$ for some $y \in K_2(L)$ by Proposition (4.8). Therefore, for $\alpha_4' = \alpha_1', \alpha_5' = \alpha_1'', \alpha_6' = \alpha_1$ we get

\[
\begin{align*}
&f(\alpha_1', \alpha_2', \ldots) = N_{F(\sqrt[n]{\alpha_1'})/F}(\{\alpha'\} \cdot N_{L/F}(\sqrt[n]{\alpha_2'}y \cdot \ldots)) = N_{L/F}(\{\alpha'\} \cdot y \cdot \ldots), \\
f(\alpha_1'', \alpha_2', \ldots) = N_{L/F}(\{\alpha''\} \cdot y \cdot \ldots), \\
f(\alpha_1', \alpha_3', \ldots) = N_{L/F}(\{\alpha'''\} \cdot y \cdot \ldots).
\end{align*}
\]

Thus, $f$ is multiplicative on $\alpha_1$.

Let $\alpha_1 + \alpha_n = 1$, then $f(\alpha_1, \ldots, \alpha_n) = N_{F(\sqrt[n]{\alpha})/F}(\{\alpha\} \cdot x \cdot \ldots, 1 - \alpha_1 \})$. Since $1 - \alpha_1 = \prod_{i=1}^{l}(1 - \zeta_i^j \alpha)$, we deduce

$$\{\alpha, 1 - \alpha_1\} = \sum_{i=1}^{l} \{\zeta_i^{-j}, 1 - \zeta_i^j \alpha\}.$$

Now Proposition (4.10) implies that $f(\alpha_1, \ldots, \alpha_n) = 0$. Let $\alpha_1 + \alpha_2 = 1$ and $\alpha \notin F$. Then $\alpha_2 = N_{F(\sqrt[n]{\alpha_1'})/F}(1 - \alpha)$ and

$$f(\alpha_1, \ldots, \alpha_n) = N_{F(\sqrt[n]{\alpha_1'})/F}\{\alpha, 1 - \alpha, \alpha_3, \ldots\} = 0.$$

Let $\alpha_1 + \alpha_2 = 1$ and $\alpha \in F$. Then $\alpha_2 = \prod_{i=1}^{l}(1 - \zeta_i^j \alpha)$ and

$$f(\alpha_1, \ldots, \alpha_n) = \sum_{i=1}^{l} \{\alpha, 1 - \zeta_i^j \alpha, \ldots\} = \sum_{i=1}^{l} \{\zeta_i^{-j}, 1 - \zeta_i^j \alpha, \ldots\} = 0.$$

Let $\alpha_1 + \alpha_n = 1$. Then $f(\alpha_1, \ldots, \alpha_n) = -f(\alpha_2, \alpha_1, \ldots, \alpha_n) = 0$. Thus, $f$ is $n$-symbolic. It induces the homomorphism $f: K_n(F) \rightarrow K_n(F)$, $n \geq 3$. We get $lf(x) = f(lx) = x$ for $x \in K_n(F)$. Hence, $K_n(F)$ is uniquely $l$-divisible.

Suppose now that $l$ is relatively prime to $\text{char}(F)$, $\mu_l \not\subseteq F^*$. Put $F_1 = F(\mu_l)$. Then for an element $x \in K_n(F)$ with $lx = 0$ we get $j_{F/F_1}(x) = 0$. Therefore, $|F_1 : F|x = 0$ by Lemma (3.4). As $|F_1 : F|$ is relatively prime to $l$, we conclude that
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$x = 0$. By Proposition (4.8) for $x \in K_n(F)$ there is $y \in K_n(F_1)$ with $N_{F_1/F}(y) = x$. Then $y = lz$ for some $z \in K_n(F_1)$ and $x = lN_{F_1/F}(z)$. Thus, $K_n(F)$ is uniquely $l$-divisible.

Assume finally that $l = p = \text{char}(F)$. Then the map

$$f: F^* \times \cdots \times F^* \rightarrow K_n(F), \quad (\alpha_1, \ldots, \alpha_n) \mapsto N_{F_1/F} \left\{ \alpha_1^{1/p}, \alpha_2^{1/p}, \alpha_3, \ldots, \alpha_n \right\},$$

is $n$-symbolic (see the proof of Theorem (4.7)). We conclude, that it induces the map $f: K_n(F) \rightarrow K_n(F)$ with $pf(x) = f(px) = x$. Thus, $K_n(F)$ is uniquely $p$-divisible.


1. For further information on the Milnor ring of a complete discrete valuation field with a perfect residue field see [Kah], and also [Bog]. A computation of Quillen’s $K$-groups of a local field can be found in [Sus2].

2. Differential forms are important for the study of quotients of the Milnor $K$-groups annihilated by a power of $p$, see Exercise 7 section 1; they are useful in the proof of a theorem of S. Bloch–K.Kato which claims that for every $l$ not divisible by $\text{char}(F)$ the symbol map

$$K_m(F)/lK_m(F) \rightarrow H^m(F, \mu_l^\otimes m)$$

is an isomorphism for Henselian discrete valuation fields. For an arbitrary field $F$ and $m = 2$ the symbol map is an isomorphism according to the famous Merkur’ev–Suslin theorem [MS].

When the residue field $\overline{F}$ of a complete discrete valuation fields of characteristic zero is imperfect an effective tool for the description of quotients of $K_m(F)$ is Kurihara’s exponential map [Ku4]

$$\exp: \lim_{\leftarrow} n \Omega^{m}_{\overline{F}} \otimes \mathbb{Z}/p^n\mathbb{Z} \rightarrow \lim_{\leftarrow} n K_m(F) \otimes \mathbb{Z}/p^n\mathbb{Z}.$$

(4.13). Theorems (4.3) and (4.11) demonstrate that the most interesting group in the list of Milnor $K$-groups of a local field $F$ with finite residue field is the group $K_1(F)$ (infinitely divisible parts are not of great arithmetical interest). The latter group is related via the local reciprocity map described in Ch. IV and V to the maximal abelian extension of $F$.

One can interpret the injective homomorphism $\mathbb{Z} \rightarrow \text{Gal}(K^{\text{sep}}/K)$ for a finite field $K$ as the 0-dimensional local reciprocity map

$$K_0(K) \rightarrow \text{Gal}(K^{\text{ab}}/K).$$

It is then natural to expect that for an $n$-dimensional local field $F$, as in (5.5) Ch. VII, its $n$th Milnor $K$-group $K_n(F)$ should be related to abelian extensions of $F$. And indeed, there is a higher dimensional local class field theory first developed...
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by A.N. Parshin in characteristic $p$ [Pa1–5], K. Kato in the general case [Kat1–3].

We briefly describe here how one can generalize the theory of Ch. IV and V to obtain another approach [Fe3–5] to a higher dimensional local reciprocity map

$$\Psi_F: K_n(F) \to \text{Gal}(F^{ab}/F).$$

Let $L/F$ be a finite Galois extension and $\sigma \in \text{Gal}(L/F)$. Denote by $F'$ the maximal unramified extension of $F$ corresponding the maximal separable extension of its last residue field $\mathbb{F}_q$ (see (5.5) Ch. VII). Then there is $\bar{\sigma} \in \text{Gal}(LF'/F)$ such that $\bar{\sigma}|_L = \sigma$ and $\bar{\sigma}_{F'}$ is a positive power of the lifting of the Frobenius automorphism of $G_{\mathbb{F}_q}$. The fixed field $\Sigma$ of $\bar{\sigma}$ is a finite extension of $F$. Let $t_1, \ldots, t_n$ be a lifting of prime elements of residue fields $\Sigma_1, \ldots, \Sigma_{n-1}, \Sigma$ of $\Sigma$ to $\Sigma$. A generalization of the Neukirch map is then defined as

$$\sigma \mapsto N_{\Sigma/F} \langle t_1, \ldots, t_n \rangle \mod N_{L/F} K_n(L).$$

A specific feature of higher dimensional local fields is that in general for an arbitrary finite Galois extension $L/F$ linearly disjoint with $F'/F$ a generalization of the Hazewinkel homomorphism does not exist. This is due to the fact that the map $i_{F/F'}: K_n(F) \to K_n(F')$ is not injective for $n > 1$. Still one can define a generalization of the Hazewinkel map for extensions which are composed of Artin–Schreier extensions, and this is enough to prove that the Neukirch map induces an isomorphism

$$\text{Gal}(L/F)^{ab} \cong K_n(F)/N_{L/F} K_n(L)$$

[Fe7].

Contrary to the case of $n = 1$ the kernel of the map $\Psi_F$ is nontrivial for $n > 1$; it is equal to $\cap_{l \geq 1} K_l(F)$. The quotient of $K_n(F)$ by the kernel can be described in terms of topological generators as a generalization of results of section 6 Ch. I.

For more details and various approaches to higher local class field theory see papers in [FK].

Exercises.

1. Let $A$ be a topological Hausdorff group, and let $f: F^* \times F^* \to A$ be a continuous symbolic map. Show that if $m$ is the cardinality of the torsion group of $F^*$, then $mf = 0$. Deduce that there is a homomorphism $\psi: \mu_m \to A$ such that $f = \psi \circ (\cdot, \cdot)_m$, where $(\cdot, \cdot)_m$ is the $m$th Hilbert symbol.

2. Show that for a finite extension $L/F$ of local number fields the norm homomorphism

$$N_{L/F}: K_2(L) \to K_2(F)$$

is surjective.

3. Show that the cokernel of the homomorphism $N_{\mathbb{C}/\mathbb{R}}: K_n(\mathbb{C}) \to K_n(\mathbb{R})$ is a cyclic group of order 2.

4. (J. Tate)

   a) Let $F$ be a field, $\alpha, \beta \in F^*$, and $\beta^{m+1} - \beta^m - \beta + 1 = \alpha, \ m \geq 2$. Show that $m\{\alpha, \beta\} = 0$ in $K_2(F)$. 
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b) Let $F = \mathbb{Q}_p(\zeta_{p^n})$, where $\zeta_{p^n}$ is a primitive $p^n$th root of unity, $n \geq 1$. Show that the polynomial $X^{m+1} - X^m - X + 1 - \zeta_{p^n}$ has a unique root $\beta_m$ such that $v_F(\beta_m) = v_F(\zeta_{p^n} - 1) = 1$.

c) Put $\varepsilon_m = \beta_m(1 - \zeta_{p^n})^{-1}$, $m \geq 2$. Show that the elements $\varepsilon_m$, $2 \leq m \leq p^n + 1$ generate the group $U_{1,F}/U_{1,F}^p$.

d) Show that $\{\zeta_{p^n}, \varepsilon_m\}$ is a cyclic extension, and let $\sigma$ be a generator of $\text{Gal}(L/F)$. Show that

$$0 \to K_n(F) \xrightarrow{\jmath_{F/L}} K_n(L) \xrightarrow{1-\sigma} K_n(L) \xrightarrow{N_{L/F}} K_n(F)$$

is exact for $n \geq 3$. (O.T. Izhboldin proved that if $n \geq 2$, then this sequence is exact for an arbitrary field $F$ of characteristic $p$ when $L/F$ is of degree $p^n$, see [Izh]).

b) Let $L/F$ be a cyclic unramified extension, and let $\sigma$ be a generator of $\text{Gal}(L/F)$. Show that the sequence

$$0 \to K_2(F) \xrightarrow{\jmath_{F/L}} K_2(L) \xrightarrow{1-\sigma} K_2(L)$$

is exact if $\text{char}(F)$ is positive.

c) Let $L/F$ be a finite extension. Show that the cardinality of the kernel of the homomorphism $\jmath_{F/L}: K_3(F) \to K_3(L)$ is equal to $|t_p(F)/N_{L/F}t_p(L)|$ where $t_p(K)$ for a field $K$ stands for the group of roots of unity in $K^*$ of order a power of $p$.

6. (c) Let $F$ be a local number field and $g(X) \in 1 + X\mathbb{Z}_p[[X]]$, $g(X) \notin 1 + X^2\mathbb{Z}_p[[X]]$. Let $A$ be a Hausdorff topological group. A continuous multiplicative pairing $c: F^* \times U_F \to A$ is called $g$-symbolic if $c(\alpha, g(\alpha)) = 1$ for all $\alpha \in \mathcal{M}_F$.

a) Show that $c(F^*, U_F)$ is generated by $c(\pi, \omega_1)$ and $c(\pi, \theta)$ for prime elements $\pi$ in $F$, $\theta \in \mu_{q-1}, \omega_1$ as in (1.6).

b) Let $E(X)$ be the Artin–Hasse function (see (9.1) Ch. I). Show that the Hilbert symbol $H_{p^n}: K_2(F) \to \mu_{p^n}$ is $E$-symbolic.

c) Let $p > 2$. Show that the Hilbert symbol $H_{p^n}$ is $g$-symbolic if and only if $v_F(c_m) \geq v_{p,q}(m)$ for the series $\sum_{m \geq 1} c_m X^m = l_X(g(X))$ (for the definition of $l_X$ see in section 2 Ch. VI).
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